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1.1 INTRODUCTION
Geomorphology is the area of study leading to an understanding of and appreciation for landforms

and landscapes, including those on continents and islands, those beneath oceans, lakes, rivers, glaciers
and other water bodies, as well as those on the terrestrial planets and moons of our Solar System.
Contemporary geomorphologic investigations are most commonly conducted within a scientific
framework (see Rhoads and Thorn 1996) although academic, applied or engineering interests may
motivate them. A broad range of alternative research methodologies have been employed by
geomorphologists, and past attempts to impose a systematic structure on the discipline have yielded
stifling tendencies and overt resistance. Geomorphologists frequently profess to innate aesthetic
appreciation for the complex diversity of Earth-surface forms, and, in this regard, a fitting definition
of geomorphology is simply ‘the science of scenery’ (Fairbridge 1968). Past and present concerns
have focused on the description and classification of landforms (including their geometric shape,
topologic attributes and internal structure), on the dynamical processes characterizing their evolution
and existence, and on their relationship to and association with other forms and processes
(geomorphic, hydro-climatic, tectonic, biotic, anthropogenic, extraterrestrial, or otherwise).
Geomorphology is an empirical science that attempts to formulate answers to the following
fundamental questions. What makes one landform distinct from another? How are different landforms
associated? How did a particular landform or complex landscape evolve? How might it evolve in the
future? What are the ramifications for humans and human society?

Modern geomorphology is currently subdivided and practised along the lines of specialized domains.
Fluvial geomorphology, for example, is concerned with flowing water (primarily in the form of rivers,
streams and channels) and the work it accomplishes during its journey through the terrestrial phase of
the hydrologic cycle. A very broad spectrum of interests are subsumed within fluvial geomorphology,
ranging from the influence of turbulence on the entrainment, transport and deposition of sediment
particles at the finest scale, to the mechanics of MEANDERING, POINT BAR formation and
FLOODPLAIN development at middle scales, to the nature and character of DRAINAGE BASIN
evolution at the coarsest scales. Within the other substantive areas of geomorphology are: Aillslope
geomorphologists, who boast expertise on the geotechnical properties of soil and rock, the mechanics
of LANDSLIDESs, and the movement of water within the ground; tectonic geomorphologists, who
study neotectonic (see NEOTECTONICS) stress fields, continental-scale sedimentary basins and
active/passive margin landscapes; glacial and periglacial geomorphologists, who are interested in
alpine and continental glaciers, PERMAFROST and other cold-climate forms or processes that
involve ice, snow and frost; karst geomorphologists, who deal with soluble rocks (e.g. limestone) and
chemical processes of DISSOLUTION that lead to landforms such as gorges, caverns and
underground streams; coastal geomorphologists, who study nearshore, lacustrine and marine systems
where oscillatory, rather than unidirectional, flow processes dominate; and aeolian geomorphologists,
who study the transport of sand and dust by wind, mostly in desert or semi-arid environments, but also
along beaches, over agricultural fields and on the moon and Mars. Other subspecialities include: soils
geomorphology, biogeomorphology (zoogeomorphology), climatic geomorphology, tropical
geomorphology, desert geomorphology, mountain geomorphology, extraterrestrial (planetary)
geomorphology, remote-sensing geomorphology, experimental geomorphology, environmental
geomorphology, forest geomorphology, applied geomorphology, engineering geomorphology and
anthropogeomorphology (BAUER, 2004).



1.2 LEARNING OBJECTIVES
The present section aims to introduce the following topics —

Plate tectonics as a unified theory of global tectonics

Tectonic geomorphology: Influence of tectonics in landscape evolution

Concepts in Geomorphology: spatial scale, temporal scale, systems, feedback,
equilibrium and threshold

Catchment process and fluvial processes; Factors regulating entrainment, transportation
and deposition

Adjustment of channel forms and patterns to morphodynamic variables

Coastal morphodynamic variables and their influence in evolution of landforms
Periglacial processes and landforms

Elements of slope and different approaches to study slope development

Concept of basin hydrology and run off cycle; Unit hydrograph, rating curve and their
applications

Storm water and flood management: storm water management, design of drainage
system, flood routing through channels and reservoir, flood control and reservoir
operation

Drought management: drought assessment and classification, drought analysis
techniques, drought mitigation planning

Methods of water conservation: rainwater harvesting and watershed management

1.3 ASSESSMENT OF PRIOR KNOWLEDGE
Discussion about nature, scope and relevance of geomorphology is necessary. Discussion about recent
trends in geomorphological research is necessary.

1.4 LEARNING ACTIVITIES
Preparation of short notes and essays on different topics discussed in class

1.5 FEEDBACK OF LEARNING ACTIVITIES
Debate and discussion on various topics discussed in the class may be conducted. Class seminar on
various topics may be arranged.



UNIT-1: PLATE TECTONICS AS A UNIFIED THEORY OF GLOBAL
TECTONICS

Over the past century, the theoretical framework of continental drift has been refined into a well-
established theory called plate tectonics, which has been tested by collecting a great deal of evidence
from the lithosphere. The theory of plate tectonics has revolutionized the Earth sciences and our
understanding of Earth’s history. Long ago, some scientists believed that Earth’s landscapes were
created by great cataclysms. They might have believed, for example, that the Grand Canyon split open
one violent day and has remained that way ever since, or that the Rocky Mountains appeared
overnight. This theory, called catastrophism, has been rejected. For almost two centuries, physical
geographers, geologists, and other Earth scientists have accept instead the theory of
uniformitarianism, which is the idea that internal and external Earth processes operate today in the
same manner as they have for millions of years. Uniformitarianism, however, does not mean that
processes have always operated at the same rate or with equal strength everywhere on Earth. In fact,
our planet’s surface features are the result of variations in the intensity of internal and external
processes, influenced by their geographical location. These processes have varied in intensity and
location throughout Earth’s history. Furthermore, regular or episodic changes in the Earth system that
may seem relatively small to us can dramatically alter a landscape after progressing, even on an
irregular basis, for millions of years.

CONTINENTAL DRIFT

Most of us have probably noted on a world map that the Atlantic coasts of South America and Africa
look as if they could fit together. In fact, if a globe were made into a spherical jigsaw puzzle, several
widely separated landmasses could fit alongside each other without large gaps or overlaps. Is there a
scientific explanation for this phenomenon? In the early 1900s, Alfred Wegener, a German
climatologist, proposed the theory of continental drift, the idea that continents and other landmasses
have shifted their positions during Earth history. Wegener’s evidence for continental drift included the
close fit of continental coastlines on opposite sides of oceans and the trends of mountain ranges on
land areas that also match across oceans. He cited comparable geographical patterns of fossils and
rock types found on different continents that he felt could not result from chance and did not reflect
current climatic conditions. To explain the spatial distributions of these features, he reasoned that the
continents must have been previously joined. Wegener also noted evidence of great climate change,
such as ancient evidence of glaciation where the Sahara Desert is today and tropical fossils found in
Antarctica, that could be explained best by large landmasses moving from one climate zone to
another. Wegener hypothesized that all the continents had once been part of a single supercontinent,
which he called Pangaea, that later divided into two large landmasses, one in the Southern
Hemisphere (Gondwana), and one in the Northern Hemisphere (Laurasia). Later, these two
supercontinents also broke apart into sections (the present continents) and drifted to their current
positions. Laurasia in the Northern Hemisphere consisted of North America, Europe, and Asia.
Gondwana in the Southern Hemisphere was made up of South America, Africa, Australia, Antarctica,
and India. Continued continental movement created the geographical configuration of the landmasses
that exist on Earth today.

SUPPORTING EVIDENCE FOR CONTINENTAL DRIFT

About a half century later, in the late 1950s and 1960s, Earth scientists began giving serious
consideration to Wegener’s notion of moving continents. New information appeared from research in
oceanography, geophysics, and other Earth sciences, aided by sonar, radioactive dating of rocks, and
improvements in equipment for measuring Earth’s magnetism. These scientific efforts discovered
much new evidence that indicated the movement of portions of the lithosphere, including the
continents. As one example, scientists were originally unable to explain the varied orientations of



magnetic fields found in basaltic rocks that had cooled millions of years ago. They knew that iron-
bearing minerals in rocks display the magnetic field of Earth as it existed when the rocks solidified,
which is a phenomenon known as paleomagnetism. Scientists at that time also knew that the exact
position of the magnetic poles wandered through time, but they could not account for the confusing
range of magnetic field orientations indicated by the basaltic rocks they studied. Magnetic field
orientations of rocks of the same age did not point toward a single spot on Earth, and the indicated
positions for the magnetic north pole ranged widely, including some that pointed toward the present
south magnetic pole. The observed variations were more than could be accounted for by the known
magnetic polar wandering. Scientists eventually used the paleomagnetic data to model where the
sampled rocks would have to have been relative to a common magnetic north pole. Successful
alignment was only possible if the continents had been in different positions than they are today.
Using rocks of different age, they reconstructed locations of the continents during past periods in
geologic history. Paleomagnetic data revealed that the continents were grouped together about 200
million years ago, just as Wegener’s hypothesized two supercontinents began to split apart to form the
beginnings of the modern Atlantic Ocean. Paleomagnetic data also revealed that the polarity of
Earth’s magnetic field had reversed many times in the past. A record of these polarity reversals was
imprinted within the iron-rich basaltic rocks of the seafloor. Supporting evidence for crustal
movement came from a variety of other sources in the mid-20th century. The widely separated
patterns of similar fossil reptiles and plants found in Australia, India, South Africa, South America,
and Antarctica, previously noted by Wegener, were mapped in detail. The fossils represented
organisms that in each instance were so similar and specialized that they could not have developed
without their now-distant locations being either connected or at least much closer together than they
are today. When the positions of the continents were reassembled on a paleomap derived from
paleomagnetic data and representing the time when the organisms were living, the fossil locations
came together spatially. Other types of ancient environmental evidence, such as left by glaciations,
could also be fit together in logical geographical patterns on reconstructed paleomaps of the
continents or the world. How well Earth’s landmasses match up when they are brought together on a
paleomap was found to be even better when using the true continental edges—the continental
slopes— which lie a few hundred meters below sea level. In this case, as also had been noted by
Wegener, mountain ranges on opposite sides of oceans line up and rock ages and types match where
the continents join. Knowledge of the geographical distribution of Earth’s environments relative to
latitude and climate zones provided additional insight. Evidence that ancient glaciation occurred
simultaneously in India and South Africa while tropical forest climates (represented by coal deposits)
existed in the northeastern United States and in Great Britain could only be explained by the
latitudinal movement of landmasses, and their locations came together well on paleogeographic
reconstructions.

Plate tectonics, the modern theory to explain the movement of continents, suggests that the rigid and
brittle outer shell of Earth, that is, the lithosphere (crust and uppermost mantle), is broken into several
separate segments called lithospheric plates that rest on, and are carried along with, the flowing
plastic asthenosphere. Tectonics involves large-scale forces originating within Earth that cause parts
of the lithosphere to move around. In plate tectonics, the lithospheric plates move as distinct and
discrete units. In some places they pull away from each other (diverge), in other places they push
together (converge), and elsewhere they slide alongside each other (move laterally). Seven major
plates have proportions as large as or larger than continents or ocean basins. Five other plates are of
minor size, although they have maintained their own identity and direction of movement for some
time. Several additional plates are even smaller and exist in active zones at the boundaries between
major plates. All major plates consist of both continental and oceanic crust although the largest, the
Pacific plate, is primarily oceanic. To understand how plate tectonics operates and why plates move,

8



we must consider the scientific evidence that was gathered to test this theory. We should also evaluate
how well this theory holds up under rigorous examination. The supporting evidence, however, is
overwhelming,.

SEAFLOOR SPREADING AND CONVECTION CURRENTS

In the 1960s, several keys to plate tectonics theory were found while studying and mapping the ocean
floors. First, detailed undersea mapping was conducted on a system of midoceanic ridges (also called
oceanic ridges or rises) that revealed configurations remarkably similar to the continental coastlines.
Second, it was discovered in the Atlantic and Pacific Oceans that basaltic seafloor displayed parallel
bands of matching patterns of magnetic properties in rocks of the same age but on opposite sides of
midoceanic ridges. Third, scientists made the surprising discovery that although some continental
rocks are 3.6 billion years old, rocks on the ocean floor are all geologically young, having been in
existence less than 250 million years. Fourth, the oldest rocks of the seafloor lie beneath the deepest
ocean waters or close to the continents, and rocks become progressively younger toward the
midoceanic ridges where the youngest basaltic rocks are found. Finally, temperatures of rocks on the
ocean floor vary significantly, being hottest near the ridges and becoming progressively cooler farther
away. Only one logical explanation emerged to fit all of this evidence. It became apparent that new
oceanic crust is being formed at the midoceanic ridges while older oceanic crust is being destroyed
along other margins of ocean basins. The emergence of new oceanic crust is associated with the
movement of great sections or plates of the lithosphere away from the midoceanic ridges. This
phenomenon, which represents a major advance in our understanding of how continents move, is
called seafloor spreading. The rigid lithospheric plates diverge along the oceanic ridges and separate
at an average rate of 2 to 5 centimeters (1-2 in.) per year as they are carried along with the flowing
plastic asthenosphere in the mantle. The young age of oceanic crust results from the creation of new
basaltic rock at undersea ridges and the movement of the seafloor with lithospheric plates toward
ocean basin margins where the older rock is remelted and destroyed. As molten basalt cooled and
crystallized in the seafloor, the iron minerals that they contain became magnetized in a manner that
replicated the orientation of Earth’s magnetic field at that time. The iron-rich basalts of the seafloor
have preserved a historical record of Earth’s magnetic field, including polarity reversals (times when
the north pole became south, and vice versa). Plate tectonics includes a plausible explanation of the
mechanism for continental movement, which had eluded Wegener. The mechanism is convection.
Hot mantle material travels upward toward Earth’s surface and cooler material moves downward as
part of huge subcrustal convection cells. Mantle material rises to the asthenosphere where it spreads
laterally and flows in opposite directions, dragging the lithospheric plates with it. Pulling apart the
brittle lithosphere breaks open a midoceanic ridge. Molten basalt wells up into the fractures, cooling
and sealing them to form new seafloor. In this process, the ocean becomes wider by the width of the
now-sealed fracture. The convective motion continues as solidified crustal material moves away from
the ridges. In a time frame of up to 250 million years, older oceanic crust is consumed in the deep
trenches near plate boundaries where sections of the lithosphere meet and are recycled into Earth’s
interior.

TECTONIC PLATE MOVEMENT

The shifting of tectonic plates relative to one another provides an explanation for many of Earth’s
surface features. Plate tectonics theory enables physical geographers to better understand not only our
planet’s ancient geography but also the modern global distributions and spatial relationships among
such diverse, but often related, phenomena as earthquakes, volcanic activity, zones of crustal
movement, and major landform features. Let’s briefly examine the three ways in which lithospheric
plates relate to one another along their boundaries as a result of tectonic movement: by pulling apart,
pushing together, or sliding alongside each other.



Plate Divergence The pulling apart of plates, tectonic plate divergence, is directly related to seafloor
spreading. Tectonic forces that act to pull objects apart cause the crust to thin and weaken. Shallow
carthquakes are often associated with this crustal stretching, and asthenospheric magma wells up
between crustal fractures. This creates new crustal ridges and new ocean floor as the plates move
away from each other. The formation of new crust in these spreading centers gives the label
constructive plate margins to these zones. Occasional “oceanic” volcanoes, like those of Iceland, the
Azores, and Tristan da Cunha, mark such boundaries. Most plate divergence occurs along oceanic
ridges, but this process can also break apart continental crust, eventually reducing the size of the
landmasses involved. The Atlantic Ocean floor formed as the continent that included South America
and Africa broke up and moved apart 2 to 4 centimeters (1-2 in.) per year over millions of years. The
Atlantic Ocean continues to grow today at about the same rate. The best modern example of
divergence on a continent is the rift valley system of East Africa, stretching from the Red Sea south to
Lake Malawi. Crustal blocks that have moved downward with respect to the land on either side, with
lakes occupying many of the depressions, characterize the entire system, including the Sinai Peninsula
and the Dead Sea. Measurable widening of the Red Sea suggests that it may be the beginning of a
future ocean that is forming between Africa and the Arabian Peninsula, similar to the young Atlantic
between Africa and South America about 200 million years ago.

PLATE CONVERGENCE

A vide variety of crustal activity occurs at areas of tectonic plate convergence. Despite the relatively
slow rates of plate movement (in terms of human perception), the incredible energy involved in
convergence causes the crust to crumple as one plate overrides another. The denser plate is forced
deep below the surface in a process called subduction. Subduction is most common where dense
oceanic crust collides with and descends beneath less dense continental crust. This is the situation
along South America’s Pacific coast, where the Nazca plate subducts beneath the South American
plate, and in Japan, where the Pacific plate dips under the Eurasian plate. As oceanic crust, and the
lithospheric plate of which it forms a part, is subducted, it descends into the asthenosphere to be
melted and recycled into Earth’s interior. Deep ocean trenches, such as the Peru—Chile trench and the
Japanese trench, occur where the crust is dragged downward into the mantle. Frequently, hundreds of
meters of sediments that are deposited on the seafloor or along continental margins are carried down
into these trenches. At such convergent boundaries, rocks can be squeezed and contorted between
colliding plates, becoming uplifted and greatly deformed or metamorphosed. These processes have
produced many great mountain ranges, such as the Andes, at convergent plate margins. A subducting
plate is heated as it plunges downward into the mantle. Its rocks are melted, and the resulting magma
migrates upward into the overriding plate. Where molten rock reaches the surface, it forms a series of
volcanic peaks, as in the Cascade Range of the northwestern United States. Where two oceanic plates
meet, the older, denser one will subduct below the younger, less dense oceanic plate, and volcanoes
may develop, creating major island arcs on the overriding plate between the continents and the ocean
trenches. The Aleutians, the Kuriles, and the Marianas are all examples of island arcs near oceanic
trenches that border the Pacific plate. As the subducting plate grinds downward, enormous friction is
produced, which explains the occurrence of major earthquakes in these regions. Subduction zones are
sometimes referred to as Benioff zones, after the seismologist Hugo Benioff, who first plotted the
position of earthquakes extending downward at a steep angle on the leading edge of a subducting
plate. Continental collision causes two continents or major landmasses to fuse or join together,
creating a new larger landmass. This process, which closes an ocean basin that once separated the
colliding landmasses, has been called continental suturing. Where two continental masses collide, the
result is massive folding and crustal block movement rather than volcanic activity. This crustal
thickening generally produces major mountain ranges at sites of continental collision. The Himalayas,
the Tibetan Plateau, and other high Eurasian ranges formed in this way as the plate containing the
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Indian subcontinent collided with Eurasia some 40 million years ago. India is still pushing into Asia
today to produce the highest mountains in the world. In a similar fashion, the Alps were formed as the
African plate was thrust against the Eurasian plate. Zones where plates are converging mark locations
of major, and some of the tectonically more active, landforms on our planet: huge mountain ranges,
chains of volcanoes, and deep ocean trenches. The distinctive spatial arrangement of these features
worldwide can best be understood within the framework of plate tectonics.

Transform Movement Lateral sliding along plate boundaries, called transform movement, occurs
where plates neither pull apart nor converge but instead slide past each other as they move in opposite
directions. Such a boundary exists along the San Andreas Fault zone in California. Mexico’s Baja
peninsula and Southern California are west of the fault on the Pacific plate. San Francisco and other
parts of California east of the fault zone are on the North American plate. In the fault zone, the Pacific
plate is moving laterally northwestward in relation to the North American plate at a rate of about 8
centimeters (3 in.) a year (80 km or about 50 mi per million years). If movement continues at this rate,
Los Angeles will lie alongside San Francisco (450 mi northwest) in about 10 million years and
eventually pass that city on its way to finally colliding with the Aleutian Islands at a subduction zone.
Another type of lateral plate movement occurs on ocean floors in areas of plate divergence. As plates
pull apart, they usually do so along a series of fracture zones that tend to form at right angles to the
major zone of plate contact. These crosshatched plate boundaries along which lateral movement takes
place are called transform faults. Transform faults, or fracture zones, are common along midoceanic
ridges, but examples can also be seen elsewhere, as on the seafloor offshore from the Pacific
Northwest coast between the Pacific and Juan de Fuca plates. Transform faults are caused as adjacent
plates travel at variable rates, causing lateral movement of one plate relative to the other. The most
rapid plate motion is on the East Pacific rise where the rate of movement is more than 17 centimeters
(5 in.) per year.

HOT SPOTS IN THE MANTLE

The Hawaiian Islands, like many major landform features, owe their existence to processes associated
with plate tectonics. As the Pacific plate moves toward the northwest near these islands, it passes over
a mass of molten rock in the mantle that does not move with the lithospheric plate. Called hot spots,
these almost stationary molten masses occur in a few other places in both continental and oceanic
locations. Melting of the upper mantle and oceanic crust causes undersea eruptions and the outpouring
of basaltic lava on the seafloor, eventually constructing a volcanic island. This process is responsible
for building the Hawaiian Islands, as well as the chain of islands and undersea volcanoes that extend
for thousands of miles northwest of Hawaii. Today the hot spot causes active volcanic eruptions on
the island of Hawaii. The other islands in the Hawaiian chain came from a similar origin, having
formed over the hot spot as well, but these volcanoes have now drifted along with the Pacific plate
away from their magmatic source. Evidence of the plate motion is indicated by the fact that the
youngest islands of the Hawaiian chain, Hawaii and Maui, are to the southeast, and the older islands,
such as Kauai and Oahu, are located to the northwest. A newly forming undersea volcano, named
Loihi, is now developing southeast of the island of Hawaii and will someday be the next member of
the Hawaiian chain.
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This map shows Earth’s major tectonic plates and their general directions of movement. Most tectonic
and volcanic activity occurs along plate boundaries where the large segments separate, collide, or
slide past each other. Barbs indicate boundaries where one plate is overriding another, with the barbs
on the side of the overriding plate (Gabler, Petersen, Trapasso, & Sack).
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UNIT-2: TECTONIC GEOMORPHOLOGY: INFLUENCE OF

TECTONICS IN LANDSCAPE EVOLUTION
THE FLUVIAL SYSTEM AND TECTONIC GEOMORPHOLOGY

This section deals with tectonic effects on rivers and their deposits; these are landforms that are very
susceptible to change (Schumm, 1977). Tectonic effects can be easily recognized in consolidated
rocks where the drainage system is a function of the differential resistance the rocks. The simplest
examples are found in various types of drainage networks: rectangular and trellis networks, for
example (Schumm et al., 2000). Geomorphologists use various parameters to describe river shapes
and processes and the balance between them in a fluvial system tells us that rivers are very sensitive
to any type of change (Keller and Pinter, 1996). Quaternary climate changes and their effects on
landforms are very obvious (Bull, 1991; Gutierrez, 2005). Anthropic activity has considerably
affected fluvial aggradation and degradation processes (Goudie, 1981b; Wilkinson, 2005). In addition,
as knowledge of tectonic geomorphology increases, geomorphologists can analyze the role of tectonic
activity in fluvial system processes and landforms (Adams, 1980; Ouchi, 1985). Drainage systems
adapt to changes of the surface slope; therefore, they hold a valuable record of information on the
evolution of faults and folds (Ollier, 1981). Earthquake induced changes to fluvial systems that result
directly from deformation that occurs during an earthquake can threaten people who live along the
riverbanks. Slow deformation of the valley bottom can affect channel stability and pose risks to man-
made structures (Schumm, 1986). Changes that occur gradually over thousands of years are more
common than simultaneous deformation. These changes highlight areas of active deformation
(Schumm, 1986). Earthquakes and fault movements may cause large rivers that flow across
floodplains to undergo avulsion, the abandonment of one channel for another. A classic example is
the Indus River of Pakistan where in 1819 a large earthquake caused an uplift 6 meters high, 16 km
wide, and 80 km long. The earthquake totally blocked the eastern margin of the Indus River and flow
was not re-established in the channel until 1828 (Holmes, 1968). A river may reach an equilibrium
stage in which active factors cause equilibrium to move in a direction that tends to absorb the effect
of change and to re-establish equilibrium (MacKin, 1948; Leopold and Maddock, 1953). This implies
that the effects of deformation are propagated upstream and downstream. Numerous rivers have
adjusted to tectonic activity (Melton, 1959). A geomorphologist must know the magnitude of
deformation to determine whether it is rapid enough to produce recent adjustment of the channel
(Schumm et al., 2000). Another type of deformation is non seismic, which can be described as
progressive uplift and subsidence that operates over a specific period of time (United States
Department of Commerce, 1972; in Schumm et al., 2000).

UPLIFT, SUBSIDENCE, AND EARTHQUAKES IN FLUVIAL SYSTEMS

Numerous cases have been studied, mainly in the United States, in which the fluvial system provides
independent evidence to show that geodetic measurements are valid and deformation is real (Adams,
1980). The reconstruction of longitudinal profiles of rivers can be used to show repeated uplift over a
long time period. These reconstructions involve erosional and depositional terraces. The primary
geomorphic indications of tectonic activity may be landforms created by long-term continuous
deformation, which modifies the drainage network and deforms the set of terraces. These
characteristics contrast with more subtle river changes (Schumm et al., 2000). Tilting can produce
changes in an entire drainage network. In addition, continuous tilting can cause lateral erosion and the
development of an asymmetric valley. The formation of large lakes in sedimentary basins may be
partially due to tectonic activity. Lakes Titicaca and Uyuni, at elevations of about 4000 m in the
Altiplano of Bolivia, are associated with plate convergence and uplift (Schumm et al., 2000).
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Riverbeds along the Gulf Coast of the United States show that big rivers adjust to deformation more
rapidly than small rivers, including uplift that affects flooding. Floods are much more frequent on the
upstream side of uplifts than on their downstream side. The New Madrid earthquakes affected the
Mississippi River in significant way and the effects persist 200 years later. Profiles of the maximum
channel level (bankfull stage) in 1880 and 1915 show a transverse uplift (Lake County Uplift) that is
shown by various convexities at the time of measurement. This convexity can be seen over about 40
miles (Russ, 1982). Profiles constructed downstream in 1880, 1976, and 1988 show that the 1880
profile is the lowest of all of them, which demonstrates that the river has eroded. The New Madrid
convexity observed in the 1880 profile is not visible in the 1976 and 1988 profiles. The steepest part
of the 1976 and 1988 profiles is located downstream of New Madrid. It shows a drop of 1.2 m over
3.2 km. This may reflect the exhumation of a fault scarp in the channel of the Mississippi River. The
drop is located 8 km upstream of a fault where a waterfall formed after the earthquake of February 7,
1812 (Russ, 1982).

DEFORMATION IN COLLUVIAL AND FLUVIAL DEPOSITS

In tectonically active zones, slope profiles can cut faults, producing a step. This gradient change
causes colluvium to fill the step, a process that continues until the scarp disappears. The wedge
conceptual model is used in the study of colluvial deposits to interpret the history of a fault (Wallace,
1977). Japanese researchers (Okada et al., 1989) have given the name “D structure” to a fault-and-
colluvium unit because it resembles the letter D. After the faulting, detritus fills the step, creating a
wedge shape. The photograph shows ceramic fragments at the top of the wedge deposits. Because the
ceramics postdate the middle Bronze and predate the Iberian epoch, they must have been produced
between 1200 and 500 BC. We can conclude that significant tectonic activity occurred after the period
of 1200 to 500 BC (Burillo et al., 1985). If tectonic activity is followed by a prolonged period of
stability, the fault scarp disappears, the slope reaches equilibrium, and soil may develop on the scarp
(Gutierrez et al., 1983, Gutierrez and Pena, 1994a). The soil may in turn be disturbed by a new stage
of tectonic activity. A new colluvial wedge may form. Multiple faulting events produce a series of
colluvial wedges that stack up on the down-dropped block of the fault. These wedges, which may be
separated by a soil layer, represent stages of sedimentation that occur after fault movement
(McCalpin, 1996b). This model has been applied to numerous faults in the western United States to
identify up to four paleoseismic events (Forman et al., 1991). A facies model has been proposed for
sedimentation at the base of a normal fault scarp (Nelson, 1992). This model establishes detrital
facies made up of clasts and soil fragments, mostly from weathering processes on the slope above the
fault plane. As the scarp fills, slopewash and creep occur on the slope and colluvium that is deposited
is finer grained, has better stratification and sorting, and is richer in organic material. These deposits
are called wash facies. In areas of normal faults, angular unconformities are present and associated
with tilting due to drag on the fault plane. In tilted areas, the dip of the strata may increase with
increasing age and at increasing depth (McCalpin, 1996a). Along the Concud normal fault, near the
village of Concud and the city of Teruel (Spain), Quaternary sediments outcropping on the down-
dropped block show evidence of several events of seismic movement simultaneous to faulting
(Gutierrez et al., 2005). The oldest event is indicated by faults that displace the QU2 unit but not the
overlying QU3 unit. Deformation simultaneous with faulting occurred between 62 and 71.6 Ka. It
took several more recent events (events, 2, 3, and 4) to fill three fissures that extend into unit QU3.
These fissure fillings are bounded by well-defined surfaces and show very clear differences of texture
and color. The two oldest contain large blocks that fell from terrace deposits as rock falls. These
events must have occurred after 62 Ka. If four large seismic events occurred over 71.7 Ka, the
recurrence interval on this fault is less than 18 Ka. Obviously the meager chronological information
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on the paleoseismic history of the Concud Fault is not sufficient for us to draw conclusions on the
precise frequency of large earthquakes. Supposing that the fault that ruptured during the earthquake is
about 23 km long, we can use the empirical ratio of Wells and Coppersmith (1994) to anticipate
carthquakes with magnitudes around 6.6 along this structure. In the eastern area of the Jiloca half
graben, a set of faults indicates recent activity (Capote et al., 1981, Gutierrez et al., 1983a and b;
Gutierrez et al., 2005). In the Rubielos de Cerida region numerous carbonate outcrops are
compartmentalized by N-S valley fill. These elongate depressions have been interpreted as tectonic
valleys (Gutierrez et al., 1983a) generated by Quaternary activity along a dominant system of normal
synthetic faults and accessory normal antithetical faults (Capote et al., 1981). The latter are oblique to
the principal NW-SE faults (Palomera Fault,), which define the eastern margin of the Jiloca half
graben. These narrow grabens are less than 4 km long and 100 to 800 m wide. At the margin of
tectonic valleys, the profile of the rocky slope generally shows a small scarp at the contact with the
valley fill, usually not more than a meter high. A quarry located about 2 km northwest of Rubielos de
Cerida (Spain) was excavated in 1980, exposing the location of a fault plane with carbonate-cemented
fault breccia. Slickensides, striations, and grooves with relatively long wavelengths are present at the
surface. The fault has displaced 50 cm of calcareous regolith present on the slope of Jurassic material
and on top of the colluvium. It is not a fresh scarp but the slope changes its gradient from about 220 to
300. The colluvial sequence is cemented and dips 100 practically parallel to the topographic surface.
This unit of stratified detrital material is interpreted as sheetwash from the Jurassic slope. There are no
wedges or other features that would indicate episodes of movement simultaneous with seismic
activity. At this site, fragments of charcoal were collected from 2.1 m and 7.9 m below the surface.
14C dating has shown that the most recent sample is 43,070 = 1200 BP and the oldest is > 48,500 BP,
beyond the scope of the method (Gutierrez et al., 2005). Using the age of the first sample, we obtain a
vertical displacement velocity of 0.05 to 0.07 mm/year. This number suggests slow movement along
the fault and leads us to believe that earthquakes of magnitudes greater than 5.6 are not to be expected
(Wells and Coppersmith, 1994; Anderson et al., 1996; Villamayor and Berryman, 1999). Until now
we have analyzed vertical movement but in a river significant lateral movements of a channel can
give rise to asymmetrical valleys. This asymmetry may be related to tectonic influences. Active
tilting and movement toward the fault can affect riverbeds in half grabens (Leeder and Gawthorpe,
1987). Leeder and Alexander (1987) state that the floodplain of the Madison River contains oxbow
remains that have a concave orientation toward the present position of the river. According to dating
that has been done, the total amount of river migration since 7000 years BP is 1600 m, indicating an
average displacement of 23 cm/year. According to these authors, the drift is due to tilting; this agrees
with the concavity toward the northeast in the abandoned meanders. The lower reach of the Indus
River in Pakistan is made up of numerous channel systems and wide floodplains over which ancient
riverbeds flowed. Rivers change from braided to anastomosing or meandering when they cross
various active structures. The river has avulsed numerous times across the floodplain in recent times.
The zones where avulsion is most frequent are near significant tectonic landforms (Jorgensen et al.,
1993). Fluvial terraces are the morphologies most often used to detect and measure tectonic activity
during the Pleistocene. These terraces are flat and thus they easily preserve fault scarps. A fault that
cuts a terrace is obviously more recent than the terrace; on the contrary, a fault that does not cut the
terrace postdates the terrace. When doming occurs, sedimentation occurs in low-lying areas and rivers
downcut in elevated areas. Sedimentation and entrenching are processes that keep the profile in
equilibrium. The morphology of deformed terraces shows the nature of the deformation. For this
reason, longitudinal profiles of terraces have been used to detect deformation (Bullard and Lettis,
1993). Deformed lake terraces can also indicate isostatic and tectonic activity. The most basic
example is the deformation of the Lake Bonneville terraces in Utah (Crittenden, 1963). Mountain
fronts in arid and semiarid zones show the development of alluvial fans. High values of Smf and Vf
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for the mountain front uplift rate indicate relatively low uplift rates for mountain front activity (Keller
and Pinter, 1996). The situation is more complex when the alluvial fan is tilted. If the fan tilts farther
than the threshold, the fan is confined and a new fan segment forms farther from the mountain front.
A study of alluvial fans in Death Valley shows that tilting produces segmented fans (Hooke, 1972).

DEFORMATION IN LITTORAL AND LACUSTRINE ENVIRONMENTS

Littoral landforms are used to study tectonic deformation because sea level is a reference level that
can be used to determine the age of these landforms (Keller and Pinter, 1996; Bull, 2007; Nelson.
2007). On a global scale, sea level has remained essentially constant for about 6000 years; this makes
it possible calculate displacement with respect to sea level. Along coasts of where immersion is
limited by coral reefs, sea level rises and reefs are eroded by waves (Chappell, 1974). The shape of
the resulting platforms depends on the reef geometry, its orientation to the waves, and the time
between successive uplift events. The amount of uplift during successive seismic events can be easily
obtained from the height of benches and notches compared to analogous features formed along the
present day high tide line. The presence of corals colonizing the benches and notches provides a rapid
method of dating (Burbank and Anderson, 2001). Erosional coasts have an abrasion platform that
has a flat surface and a cliff on the landward side. Coastal uplift creates a hanging abrasion platform
or plateau (called rasa in Spanish) (Hernandez-Pacheco, 1950). The platform surface may have
detrital sediments and fossils that can be used for age dating. Successive pulses of uplift create a
stairway of platforms, such as the well-developed stairway on the Spanish Cantabrian coast, Almeria,
the Huon Peninsula (New Guinea), and in southern Peru. Faults frequently cut marine terraces.
When this happens, the fault movement postdates terrace formation. This morphology can be
correlated over long distances. Variations in terrace height indicate modifications of the uplift rate.
Along the Atlantic coast of the United States, one single level terrace ranged in height from less than
50 m to about 100 m, reflecting postglacial rebound that has migrated northward over the last 18,000
years (Winker and Howard, 1977). Along the Estrecho coast of Gibraltar from Cadiz to Malaga in
Spain, the altimetric distribution of marine terraces of isotopic stages 5S¢ and 5c¢ shows symmetrical
doming of the coastline with a maximum of +19 m in Tarifa and minimum of +1 m in the Cadiz and
Malaga areas (Zazo et al., 1999b). In addition, these same terraces have different elevations at the
intersection of important faults and the coastline, with up to 6 m of vertical displacement, indicating
that they have been active during the last 95,000 years. A preliminary study was recently conducted in
preparation for the construction of the underwater Gibraltar Tunnel to unite Europe and Africa (Silva
et al., 2006). The criterion for evaluating fault activity has been seismicity, surface faults,
geomorphology of fault traces, identification of paleoseismic fractures, and evaluation of uplift rates
on coastal segments. The study included detailed cartography that shows that the NE-SW Cabo de
Gracia strike-slip fault has been active during at least the last 128 Ka and that it probably caused
moderate events affecting the Roman city of Baelo Claudia. Deformation studies also analyze the
position of lake coastlines after isostatic rebound, such as studies done at Lake Bonneville
(Crittenden, 1963) and the Lahontan lakes (Hanks and Wallace, 1985). In tectonically active zones
such as the Dead Sea, Holocene fan-delta deposits appear to be highly deformed (Galit et al., 1995)
and synthetic and antithetic fault systems can be observed (Guttierez, 2013).
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UNIT-3: CONCEPTS IN GEOMORPHOLOGY: SPATIAL SCALE,
TEMPORAL SCALE, SYSTEMS, FEEDBACK, EQUILIBRIUM AND
THRESHOLD

A system is a collection of related objects and the processes that link those objects together. Within
fluvial systems, objects such as hillslopes, the channel network and floodplains are linked together by
the processes that move water and sediment between them. In common with other systems, the fluvial
system is hierarchical, in that there are integrated sub-systems operating within it. In this chapter you
will learn about:

e How energy and materials move through the system.

Fluvial system variables (e.g. channel slope, discharge, bedload transport rate).

e The way in which some variables control others and how these relationships depend on the
space and time scales considered.

e How feedbacks between variables can counteract or enhance system response to change.
e  The role of thresholds in system behaviour.
e  How equilibrium can be defined at different time scales.

INPUTS, OUTPUTS AND STORES

The basic unit of the fluvial system is the drainage basin. Fluvial systems are open systems, which
means that energy and materials are exchanged with the surrounding environment. In closed systems,
only energy is exchanged with the surrounding environment.

Inputs

The main inputs to the system are water and sediment derived from the breakdown of the underlying
rocks. Additional inputs include biological material and solutes derived from atmospheric inputs, rock
weathering and the breakdown of organic material. Most of the energy required to drive the system is
provided by the atmospheric processes that lift and condense the water that falls as precipitation over
the drainage basin. The pull of gravity then moves this water downslope, creating a flow of energy
through the system. This energy is expended in moving water and sediment to river channels and
through the channel network.

Outputs

Water and sediment move through the system to the drainage basin outlet, where material is
discharged to the ocean. Not all rivers reach the ocean; some flow into inland lakes and seas, while
others, such as the Okavango River in Botswana, dry up before reaching the ocean. This reflects
another important output from fluvial systems: the loss of water by evaporation to the atmosphere.
Most of the available energy is used in overcoming the considerable frictional forces involved in
moving water and sediment from hillslopes into channels and through the channel network. Much of
this energy is ‘lost’ to the atmosphere in the form of heat.
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Stores

A certain amount of material is stored along the way. For example, water is stored for varying lengths
of time in lakes and reservoirs, and below the ground in the soil and aquifers. Sediment is stored when
it is deposited in channels, lake basins, deltas, alluvial fans and on floodplains. This material may be
released from storage at a later stage, perhaps when a channel migrates across its floodplain, eroding
into formerly deposited sediments which are then carried downstream. Ferguson (1981) describes the
channel as ‘a jerky conveyor belt’, since sediment is transferred intermittently seawards.

TYPES OF SYSTEMS:

Three types of system can be identified in fluvial geomorphology. These are morphological systems,
cascading systems and process—response systems.

Morphological (form) systems

Landforms such as channels, hillslopes and floodplains form a morphological system, also referred to
as a form system. The form of each component of a morphological system is related to the form of
the other components in the system. For example, if the streams in the headwaters of a drainage basin
are closely spaced, the hillslopes dividing them are steeper than they would be if the streams were
further apart from each other. Relationships such as this can be quantified statistically.

Cascading (process) systems

The components of the morphological system are linked by a cascading system, which refers to the
flow of water and sediment through the morphological system. Cascading systems are also called
process systems or flow systems. These flows follow interconnected pathways from hillslopes to
channels and through the channel network.

Process—response systems

The two systems interact as a process—response system. This describes the adjustments between the
processes of the cascading system and the forms of the morphological system. There is a two-way
feedback between process and form. In other words, processes shape forms and forms influence the
way in which processes operate (rates and intensity). This can be seen where a steep section of
channel causes high flow velocities and increased rates of erosion. Over time erosion is focused at this
steep section and the channel slope is reduced. Velocity decreases as a result, reducing rates of
erosion. In order to examine the components of the fluvial system in more detail, it can be divided
into sub-systems, each operating as a system within the integrated whole. One way of doing this is to
consider the system in terms of three zones, each of which is a process—response system with its own
inputs and outputs. Within each zone certain processes dominate. The sediment production zone in
the headwater regions is where most of the sediment originates, being supplied to the channel network
from the bordering hillslopes by processes of erosion and the mass movement of weathered rock
material. This sediment is then moved through the channel network in the sediment transfer zone,
where the links between the channel and bordering hillslopes, and hence sediment production, are not
so strong. As the river approaches the ocean, its gradient declines and the energy available for
sediment transport is greatly reduced in the sediment deposition zone. It is primarily the finest
sediment that reaches the ocean, as coarser sediment tends to be deposited further upstream. In fact,
only a certain proportion of all the sediment that is produced within a drainage basin actually reaches
the basin outlet.
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FLUVIAL SYSTEMS VARIABLE:

Variables are quantities whose values change through time. They include such things as drainage
density, hillslope angle, soil type, flow discharge, sediment yield, channel pattern and channel depth.
Internal and external variables

An important distinction exists between internal and external variables. All the examples given above
are internal variables, which operate within the fluvial system. Internal variables are influenced by
other internal variables, and also by variables that originate from outside the system. These external
variables, such as climate, control or regulate the way in which the system operates. Unlike the
internal variables, external variables operate independently, in that they are not influenced by what is
going on inside the fluvial system. At the basin scale the external variables are climate, base level,
tectonics and human activity. If you are considering a sub-system, such as a reach of channel in the
transfer zone, the external variables would include the supply of flow and sediment to the channel.
This is because these variables originate from outside the channel sub-system, even though they are
internal variables at the basin scale. To avoid confusion, the ‘ultimate’ external variables — climate,
base level, tectonics and human activity — will be referred to as external basin controls.

The external basin controls

The variables defined in this section act as regulators of the whole system. Any change in one of these
variables will lead to a complex sequence of changes and adjustments within the fluvial system.

o Climate describes the fluctuations in average weather. Although the weather is always changing,
longer-term characteristics such as seasonal and inter-annual variations can be defined. Other
characteristics include how often storms of a given size can be expected to occur and the frequency
and duration of droughts. Where no long-term changes are occurring in the climate, the combination
of such attributes defines an envelope of ‘normal’ behaviour. Climate change occurs when this
envelope shifts and a new range of climatic conditions arises.

® Tectonics refers to the internal forces that deform the Earth’s crust. These forces can lead to large
scale uplift, localised subsidence, warping, tilting, fracturing and faulting. Where uplift has occurred
inputs of water have to be lifted to a greater elevation, increasing energy availability; some of the
highest rates of sediment production in the world are associated with areas of tectonic uplift. Valley
gradients are altered by faulting and localised uplift, which may in turn affect channel pattern. Lateral
(sideways) tilting can cause channel migration and affect patterns of valley sedimentation.

® Base level is the level below which a channel cannot erode. In most cases this is sea level. If there is
a fall in sea level relative to the land surface, more energy is available to drive flow and sediment
movement. Conversely a relative rise in base level means that less energy is available, resulting in net
deposition in the lower reaches of the channel. Over time these effects may be propagated upstream
through a complex sequence of internal adjustments and feedbacks.

® Human activity has had an increasing influence on fluvial systems over the last 5,000 years,
especially during recent times. Activities within the drainage basin such as deforestation, agriculture
and mining operations all affect the flow of water and production of sediment. These are referred to as
indirect or diffuse activities. River channels are also modified directly when channel engineering is
carried out. Advances in technology over the last century have meant that dam construction, channel
enlargement for navigation and flood control, channel realignment, the building of flood
embankments and other engineering works can now be carried out at an unprecedented scale. Today
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there are very few rivers that have not been affected in some way by the direct and indirect effects of
human activity. It can be argued that, under some circumstances, human activity can be considered to
be both an internal and an external variable. Many of the direct modifications described above are in
response to some local human perception of the system. For example, channels are dredged because
they are not deep enough for navigation, or flood defence works carried out because floods occur too
frequently. Urban (2002) suggests that direct human intervention can often be classified as an internal
variable, although it is more appropriate to consider indirect human activities as external. Some
internal variables have a greater degree of independence in that they are only affected in a limited way
by the fluvial system. These variables are geology, soils and vegetation and topography (which
includes relief, altitude and drainage basin size). All are internal variables because they are controlled
to some extent by the external basin controls, however their main influence on the operation of the
fluvial system is a controlling one.

Adjustable (dependent) and controlling (independent) variables

From the discussion above it can be seen that some variables control the adjustment of other variables.
For example channel pattern is, among other things, affected by the supply of sediment to the channel.
In this case, channel pattern is the adjustable or dependent variable while sediment supply is the
controlling or independent variable. Things can get a little confusing because controlling variables
may in turn be adjusted by other variables. Extending the previous example, sediment supply is itself
controlled by hillslope vegetation cover. In this case, sediment supply is the adjustable variable and
vegetation cover the controlling variable. All internal variables are adjustable because their operation
is ultimately regulated by the external basin controls. They are also influenced to a greater or lesser
extent by other internal variables. Because the relationships between variables are so complicated, it
can be very difficult to isolate the effect of one variable on another. The hierarchical nature of the
fluvial system means that variables operating at larger scales tend to affect the operation of variables
at smaller scales. For example, climate affects vegetation cover and hillslope erosion, which in turn
determine sediment supply, which influences channel pattern, which affects the small-scale flow
dynamics in the channel, which governs the movement of individual grains. This is not a one-way
process, however. Over long periods of time, the cumulative effect of small-scale processes, such as
the erosion and deposition of individual grains, can lead to larger scale changes. These include
changes in channel pattern and, over time periods of tens to hundreds of thousands of years, can adjust
the slope of the whole river valley. Time itself is an important controlling variable. Every drainage
basin has a historical legacy resulting from past changes that have taken place in the basin. This
includes the cumulative effect of processes such as erosion, transport and deposition over long periods
of time. It also includes the far-reaching effects of changes in the external basin controls, such as the
variations in climatic conditions since the Last Glacial Maximum 18,000 years ago, which have
greatly affected fluvial systems worldwide. In the temperate zone, many rivers underwent a transition
from a braided to a meandering form as climate conditions ameliorated, vegetation became
established and sediment loads decreased. However, vast quantities of sediment still remain in
formerly glaciated drainage basins, where many fluvial systems are still adjusting to this glacial
legacy.

Feedbacks

A feedback occurs when a change in one variable leads to a change in one or more other variables,
which acts to either counteract or reinforce the effects of the original change. Two types of feedback
are observed: negative feedback and positive feedback. Both are initiated by a change in one of the
system variables, which in turn leads to a sequence of adjustments that eventually counteract the
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effect of the original change (negative feedback) or enhance it (positive feedback). When there is a
change in one of the external controls, negative feedbacks allow the system to recover, damping out
the effect of the change. An everyday example of a negative feedback loop is a central heating system
controlled by a thermostat, which switches the source of heat on and off as the room cools and warms.
An equilibrium is maintained as the temperature fluctuates around an average value. A commonly
cited example of negative feedback within the fluvial system occurs when a section of channel is
suddenly steepened by tectonic faulting. This leads to a local increase in the flow velocity and rate of
bed erosion. Over time this acts to reduce the channel slope, counteracting the effects of the original
change. It should be noted that the actual sequence of events is usually rather more complex. This is
because change in one part of the system can lead to complex changes, both locally and throughout
the rest of the system. The nature of complex response will be discussed later in this chapter. Positive
feedbacks have a very different effect. Soil erosion is a natural process and an equilibrium exists if
rates of soil removal over a given period are balanced by rates of soil formation over that period.
However, an external change, such as the deforestation of steep slopes, can lead to a dramatic increase
in soil erosion. The upper soil layers contain the most organic matter, which is important in binding
the soil together. It also increases soil permeability, allowing rainfall to soak into the soil rather than
running over and eroding the soil surface. If the topsoil is removed, the lower permeability of the
underlying soil layers means that more water runs over the surface, increasing erosion and removing
still more soil layers. In this way several centimetres of soil can be removed by a single rain storm
(Woodward and Foster, 1997). This greatly exceeds the rate of soil formation. Referred to colloquially
as ‘vicious circles’ or ‘the snowball effect’, positive feedbacks involve a move away from an
equilibrium state. They usually involve the crossing of a threshold as the system moves towards a
new equilibrium. A small-scale example of positive feedback is the build up of sediment during the
formation of a channel bar. Bar formation is initiated when bedload sediment is deposited at a
particular location on the channel bed. This affects local flow dynamics, causing the flow to diverge
over and around the initial deposit. As the flow diverges, it becomes less concentrated and therefore
less able to transport the coarser sediment. Localised deposition occurs, further disrupting the flow
and promoting further deposition and bar growth. Several feedbacks, both positive and negative, exist
between channel form, water flow and sediment transport. The form of a channel has an important
influence on the way that water and sediment move through it. For example, flow is concentrated
where the channel narrows, increasing erosion potential. The character of the channel bed is also
significant, since the size and arrangement of sediment determines bed roughness and resistance to
flow. Where resistance is high, the average velocity of flow in the channel is reduced. This influences
hydraulic conditions near the bed of the channel, which are significant for processes of erosion and
deposition. Considerable differences are seen across the channel bed, giving rise to spatial variations
in erosion and deposition. These processes themselves modify the form of the channel, feeding back
to influence flow.

Thresholds

Thresholds are another important concept in systems theory and you will come across many examples
in fluvial geomorphology. For example, a threshold is crossed when a sand grain on the bed of the
channel is entrained (set in motion). Movement is resisted by the submerged weight of the grain and
friction between it and the neighbouring grains. If the driving force exerted on the grain by the flow is
less than these resisting forces, no movement will occur. It is only when the driving force of the flow
exceeds the submerged weight of the grain that entrainment will take place. In this example, channel
flow is an external variable. When a threshold is crossed there is a sudden change in the system, for
example when loose material on a slope becomes unstable and starts to move down the slope as a
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landslide. The gradual processes by which rock is broken down and loose material builds up on a
hillslope take place over time scales of tens to hundreds of years. Why, then, does a landslide occur at
a particular point in time? Such a transition can come about when a change in one of the controlling
variables leads to instability within the system — as a direct result of an earthquake (tectonics) for
example. Thresholds that are crossed as a result of external change are called external thresholds.
Instabilities may also develop over time without any external change having occurred. For this reason
it is possible for a major landslide to be triggered by a relatively minor rainfall event that falls well
within the expected climatic norm, because instability has gradually developed over time and the
system is ready ‘primed’. This is an example of an internal threshold. Another commonly cited
example is the threshold that is crossed when a meander loop is cut off to form an oxbow lake. Again
this is something that can take place without there having been any change in the external variables.
Whether or not either kind of threshold is crossed depends on how ‘sensitive’ the system is, in other
words how close to a threshold it is. To illustrate this point, consider a pan filled with water that is
heated by 10°C at normal atmospheric pressure. If the water had an initial temperature of 25°C you
would not expect to see much change in its appearance. However, if the initial temperature was 90°C,
the same increase in temperature would lead to a dramatic change as a threshold was crossed and the
water started to boil. In the second example, the sensitivity of the system is much greater because the
water temperature is closer to boiling point. Once a threshold has been crossed, the system reaches a
new equilibrium. Relating this back to the sand grain example, two scenarios could be considered. In
the first, the particle is resting on a flat bed and is fully exposed to the flow. In the second, it is buried
beneath a layer of gravel. The threshold for movement will be much lower for the exposed grain than
for the buried grain, which cannot move unless the overlying gravel is removed.

Complex response

The response of the fluvial system to change is often complex because of the many interrelationships
that exist between the different components of the system. An example is the complex response of a
tributary to a lowering in base level elevation at its outlet (Schumm, 1977). Here the main river, into
which the tributary flows, has degraded, or lowered its channel elevation by erosion. This leads to a
complex sequence of episodic erosion and deposition in the tributary as the system searches for a new
equilibrium,

e Stage 1. A fall in base level results in a local steepening of the channel gradient at the downstream
end. This might exist as a sharp break in channel slope or as a steeper section of channel. Erosion is
focussed at this steeper part, leading to a localised lowering in channel elevation. As a result of this
lowering, the section of channel immediately upstream becomes steeper. The steep zone therefore
migrates upstream over time. The initial response of the channel to the fall in base level is therefore
incision (downcutting) at the downstream end. At this stage the upstream part of the channel is
unaffected, so there is no change in the supply of sediment coming from upstream.

e Stage 2. Over time, incision is propagated upstream. As a result there is an increase in the amount
of sediment coming from further upstream.

e Stage 3. This increase in sediment supply from upstream leads in turn to a build up of sediment in
the channel at the downstream end. This process is called aggradation and results in a reduction in
channel gradient. Meanwhile, the zone of incision continues to migrate further upstream.

® Stage 4. Aggradation is propagated upstream. Since there is now a net deposition of sediment in the
upstream part of the channel, there is a decrease in the volume of sediment supplied from upstream.
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® Stage 5. At the downstream end, less sediment means that there is additional energy for erosion and
a new cycle of incision begins. Aggradation continues to occur at the upstream end.

e Stage 6. The wave of incision extends upstream, once again increasing the supply of sediment from
upstream.

e Stage 7. The increased sediment supply leads to aggradation at the downstream end of the channel.
This example illustrates the way in which downstream changes can be propagated upstream, while the
resultant upstream changes in turn control what happens downstream. In this way there is a complex
cycle as periods of episodic erosion are interspersed with periods of deposition.

SCALE IN FLUVIAL GEOMORPHOLOGY

Scale is an important consideration in fluvial geomorphology, with process—form interactions
occurring over a huge range of space and time scales. At one end of this range is the long-term
evolution of the landscape. At the other are small-scale processes, such as the setting in motion of an
individual grain of sand resting on the bed of a channel. Space scales therefore encompass anything
from a few millimetres to hundreds of kilometres. Relevant time scales stretch from a few seconds to
hundreds of thousands of years or more. In order to understand how the fluvial system operates we
can examine the relationships between processes and form in more detail at finer scales. This can be
done by examining individual sub-systems, or sub-systems within sub-systems. When focusing in like
this it is important to remember that these sub-systems are all part of an integrated whole and
therefore cannot be considered in isolation from the rest of the system.

Space scales (spatial scales)

In studying the fluvial system, the scale of relevance varies according to the type of investigation. At
the largest, drainage basin scale, it is possible to see the form and characteristics of the drainage
network and drainage basin topography. These reflect the cumulative effect of processes operating
over long time scales, as well as past changes imposed by the external basin controls. At a smaller
scale, the form of a reach of meandering channel can be examined in the context of drainage basin
history and the influence of controlling variables at the channel scale, such as the supply of water and
sediment from upstream. The way in which the form and position of the channel has changed over
time scales extending to thousands of years may be preserved as floodplain deposits, which can be
used in reconstructing drainage basin history. Moving in to look at an individual meander bend,
process—form interactions can be observed at a smaller scale. These include flow hydraulics within the
bend and associated sediment dynamics. Investigations of rates of bend migration or bank erosion
processes are also carried out at this scale. Depositional channel units such as the point bar are of
interest to sedimentologists, providing evidence about the flows that formed them. At a finer scale still
are individual ripples on the bar surface formed by the most recent high flow and, moving even closer,
the internal arrangement of grains. At the finest scale are individual grains of sediment.

Time scales (temporal scales) and equilibrium

At smaller spatial scales, process—form interactions generally result in more rapid adjustments. At the
largest scale, the long term evolution of channel networks occurs over time scales of hundreds of
thousands of years or more, while the migration of individual meander bends can be observed over
periods of years or decades, and small-scale flow-sediment interactions within minutes. The
perspective of the historically oriented geomorphologist concerned with the large-scale, long-term
evolution of landforms is therefore very different to that of the process geomorphologist or engineer
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who is interested in the operation of channel processes at much shorter time scales (Schumm, 1988).
Historical studies show that the fluvial system follows an evolutionary sequence of development that
is interrupted by major changes induced by the external basin controls. However, over the much
shorter time periods involved in the field measurement of processes, there may be little or no
significant change in fluvial landforms. This might not matter too much if flow—sediment interactions
at very small scales are of interest, although basin history certainly does have an influence at the reach
scale, since channel form has been shaped by past changes in flow and sediment supply. The precise
definition of equilibrium is also time dependent. Equilibrium refers to a state of balance within a
system, or sub-system. Negative feedback mechanisms help to maintain the system in an equilibrium
state, buffering the effect of changes in the external variables. However, different types of equilibrium
may exist at different time scales. These were defined by Schumm (1977) with reference to changes in
the elevation of the bed of a river channel above sea level. If you were to observe a short section of
river channel over a period of a few hours you would not see any change in its form (unless there
happened to be a flood), although you might see some sediment transport. Over this short time period
the channel is said to be in a state of static equilibrium. The same river, observed over a longer time
scale of a decade, would show some changes. During this time, floods of various sizes pass through
the channel, scouring the bed. In the intervening periods, deposition builds up the channel bed again.
As a result of these cycles of scour and fill, the elevation of the channel bed fluctuates around a
constant average value and steady state equilibrium exists. Over longer time scales, from thousands
to hundreds of thousands of years or more, erosion gradually lowers the landscape. At these time
scales, the channel elevation fluctuates around a changing average condition, the underlying trend
being a reduction in channel elevation. As you know, the influence of the external basin controls
cannot be ignored. Changes in any of these variables can lead to positive feedbacks within the system
and a shift to a new equilibrium state. For example, in tectonically active regions, the section of
channel might be elevated by localised uplift. Such episodes of change occur over much shorter time
scales than the gradual evolution of the landscape, resulting in abrupt transitions. This type of
equilibrium delights in the term dynamic metastable equilibrium (Charlton, 2008).
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UNIT-4: CATCHMENT PROCESS AND FLUVIAL PROCESSES:
FACTORS REGULATING ENTRAINMENT, TRANSPORTATION AND

DEPOSITION
SEDIMENT ENTRAINMENT AND TRANSPORT

The process of particle entrainment

Whether or not a given particle is set in motion depends on the balance between the forces driving and
resisting its movement. The driving force is provided by the combined effect of two fluid forces
exerted on the particle by the flow: a drag force and a lift force. The fluid drag force acts in the same
direction as the flow and can be thought of as the ‘force of the flow’ that is felt when you wade out
into the current of a stream. It comes about because the pressure exerted on an object by the flow is
greater on its upstream side than on its more sheltered downstream side. The second fluid force, the
lift force, acts vertically upwards and is caused by a pressure difference above and below the particle.
Water flowing over the particle has to move faster. According to the Bernouilli principle, an increase
in velocity results in a decrease in pressure above the particle, while the pressure below it stays the
same. This difference in pressure generates lift. In theory, if this force exceeds the gravitational force,
the particle will be lifted from the bed. In practice, the presence of other particles complicates matters
considerably. Sediment transported as bedload is generally gravelsize and larger, although coarse
sands may also form part, or all, of the bedload component. Finer bedload, which is too coarse to be
transported in suspension, is moved along the bed in a series of short jumps by saltation. Saltating
grains are lifted from the bed at a relatively steep angle by the combined forces of lift and drag. As a
grain moves upwards into the flow, the lift force decreases and it starts to fall back towards the bed.
The falling grain is carried downstream by the drag force, following a shallow trajectory towards the
bed. Larger particles, which cannot be lifted, are rolled or dragged along the bed. This movement is
usually sporadic because of variations in bed shear stress. In addition, particles tend to become lodged
behind other particles or obstacles on the bed. The weight of smaller particles carried in suspension is
supported by turbulence. Descending saltating grains may also be temporality lifted upwards by
turbulent movements. This is called incipient suspension.

Size-selective theories of sediment transport

A considerable amount of research has focused on deriving critical flow or entrainment thresholds
from easily measured flow parameters. There are various practical reasons why we might want to
know the flow conditions that will move particles of a certain size. These include the planning of
reservoir releases to flush out fine sediment from fish spawning grounds (without removing the
gravel), or determining when structures such as bridge piers are at risk of being undermined by
erosion. The threshold conditions for the entrainment of particles of a given size can be defined
according to a critical mean flow velocity (i.e. cross-sectional average) or a critical bed shear stress.
Using the mean flow velocity is an indirect method, since it is actually the hydraulic conditions near
the bed of the channel that are significant. However, both relationships show similar basic trends. An
explanation will first be given in terms of a critical mean flow velocity since this relationship is
conceptually easier to understand. The critical mean flow velocity curves were derived from a large
amount of experimental data accumulated by Filip Hjulstrem in the 1930s. They show the entrainment
and fall (or settling) velocities for particles of different sizes, from fine clay to coarse gravel and small
boulders. Note that a logarithmic scale is used on both axes to cover the wide range of particle sizes
and the corresponding range of flow velocities. The upper curve on the graph shows the entrainment
velocity required to set different particle sizes in motion. Sand grains, with a diameter of between 0.2
mm and 0.7 mm, are the easiest to entrain. In the case of larger particles, which have a greater
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immersed weight, the entrainment velocity increases with particle size as might be expected.
However, the relationship is rather different for particles smaller than 0.2 mm, since the entrainment
velocity actually increases as the particle size decreases from fine sand to silt and clay. Reasons for
this include the fact that these small particles tend to be partly or wholly enclosed within the laminar
sublayer during most flows. Drag forces are lower within this layer, and particles are not exposed to
turbulent lift forces. In addition, the cohesive forces between clay particles further increases the force
required to set them in motion. An alternative approach, which is more relevant to modern sediment
transport theory, was devised by the American engineer Albert Shields in 1936. This defines the
critical bed shear stress necessary to set particles of a given size in motion. The critical bed shear
stress is actually defined in a dimensionless form. The dimensionless critical bed shear stress is often
referred to as the Shields parameter. It appears in a number of sediment transport equations and is
represented by the Greek letter theta (6c — the subscript is short for ‘critical’). Critical bed shear stress
increases with particle size but also depends on bed roughness. Shields related the dimensionless bed
shear stress to the boundary Reynolds number. The boundary Reynolds number is proportional to the
ratio between grain size and laminar sublayer thickness. For hydraulically rough surfaces, the critical
bed shear stress is independent of the boundary Reynolds number and the critical bed shear stress
reaches a constant value of 0.06 (Richards, 1982). The lowest critical bed shear stress is associated
with sand grains in the size range 0.2 mm to 0.7 mm (Knighton, 1998). It is important to note that the
Hjulstrom and Shields experiments were carried out using well sorted bed sediment of a single size.
This is not representative of the conditions on the bed of many channels, where there is a mixture of
grain sizes. The arrangement of grains on the bed and the mixture of grain sizes is very significant,
affecting both the entrainment of individual grains and overall transport rates.

Sediment transport in mixed beds

The mobility of individual particles is greatly affected by the size and arrangement of the particles
surrounding them. In most natural channels the mixture of sediment sizes, and an irregular bed
surface, makes the situation rather more complicated. This can be defined in terms of a friction angle,
which is greatest where small particles overlie larger ones, meaning that a greater force is required to
pivot smaller particles away from the bed. The degree of sorting reflects the range of particle sizes in
a particular sample of bed material. Well-sorted sediments have a narrow range of particle sizes,
whereas poorly sorted material shows a much wider range.
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Armour layers

In gravel-bed rivers the development of an armour layer has a very significant impact on rates of
bedload transport. As a result, fine sediment is removed from the bed leaving a layer of coarse
sediment, usually about one particle diameter in thickness. This armour layer protects the finer
material beneath from subsequent high flows. Once a bed is armoured, a much higher critical
threshold is required to break it up. Bathurst (1987a) defined ‘twophase’ flow for armoured channels.
During phase 1 flow an armour layer is present and rates of bedload transport are low (although finer
sediment can still be supplied from further upstream). Once the armour layer breaks up phase 2
transport takes place, with a dramatic increase in transport rates as the finer sediment becomes
available. This can lead to complex variations in bedload transport through time. For example, where
two high magnitude flow events occur in close succession, the initial rate of transport is often much
higher for the second event than for the first, which breaks up the armour layer. Research has shown
that ephemeral channels do not tend to develop an armour layer because, in the absence of low flows,
there is no mechanism for removing fine sediment to create the armour layer. This could mean that
rates of bedload transport are greater for ephemeral channels than for channels in humid settings
(Nanson et al., 2002).

The theory of equal mobility transport

On a level bed with a uniform sediment size, all the particles might be expected to begin moving
under approximately the same flow conditions (Reid et al., 1997). However, on mixed beds, the
relative size of a given sediment particle determines its degree of exposure to the flow. As a result,
larger particles shelter smaller particles, which then require a higher shear stress for entrainment than
would otherwise be the case. In contrast, coarser grains are more easily entrained when surrounded by
fine grains. This is because they are relatively more exposed to the forces of entrainment (Andrews,
1983). Particles of an intermediate size are relatively unaffected by the sheltering/hiding effects.
Empirically, this ‘reference size’ has been shown to approximate the median size (D50) (Bathurst,
1987b). On the basis of field data, Parker et al. (1982) introduced a theory of equal mobility for
channel beds composed of a mixture of sediment sizes. This states that the threshold condition for
each size fraction is not dependent on the grain size. In other words, the movement of particles of
different sizes can be initiated under similar critical flow conditions. The theory of equal mobility
transport therefore challenges the size-selective transport theory of Shields (1936). However, any
deviation away from an equal mobility condition represents some degree of size-selective transport.
Under conditions of equal mobility, the bedload transport rate could be calculated from a single
representative grain diameter such as the median size, D50 (Parker et al., 1982). Equal mobility
transport is the subject of some debate, however. Field investigations into the occurrence of equal-
mobility transport have mainly been carried out in gravel-bed channels, where the largest grains are
cobblesize or smaller (for example Andrews, 1983; Ashworth and Ferguson, 1989). Measurements
made in rivers during steady uniform flows have shown that the transport of mixed sediment is only
weakly size selective at low shear stresses. At higher shear stresses, sediment transport approaches
equal mobility (Parker et al., 1982; Andrews, 1983; Marion and Weirach, 2003). However,
observations made over a wider range of flows (e.g. Ashworth and Ferguson, 1989; Wilcock, 1992)
have emphasised the size-selective nature of gravel transport. Only during the highest flows does
sediment transport approach equal mobility. For example, Wilcock (1992) observed a progressive
shift away from unequal to equal mobility transport with increasing shear stress, although equal
mobility was not observed until the shear stress was over twice the critical stress required to initiate
motion. One of the biggest problems associated with these investigations is obtaining sufficient field
data to include a representative range of flow conditions (Reid ef al., 1997).
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BEDLOAD TRANSPORT

Bedload transport does not necessarily take place all the time, and rates may approach zero during low
flows. Even when transport is occurring, it is likely that only part of the bed will be mobile at any one
time. Part of the reason for this is the uneven distribution of bed shear stresses, which is directly
controlled by variations in turbulent fluctuations. The ejection of low momentum fluid away from the
bed also allows finer sediment to be lifted up away from the bed and into the turbulent profile,
maintaining it in suspension. The availability of bed sediment has an important influence on overall
rates of bedload transport in a given reach of channel, and many bedload-dominated channels are
transport limited. This means that transport rates might be lower than expected at a particular flow
because of a lack of available sediment. This ‘lack’ does not necessarily refer to the total volume of
bed sediment in a reach, more relevant is the availability of sediment of a certain size or calibre. Thus
a flow that is competent to transport only fine gravels will not be able to entrain the larger material in
a boulder-bed stream, no matter how abundant this is. The supply of bedload can be especially limited
in bedrock channels and the flow capacity often exceeds that required to transport the available load.

Bedforms

Bedforms in sand-bed channels In sand-bed channels the sand grains can be transported at both high
and low flows because of their low entrainment threshold. As a result the bed is easily shaped by
flows to form periodic features known as bedforms. For the purpose of explanation, the starting point
is assumed to be a plane bed, something that is rare in natural channels because even the smallest
flows start to shape the bed. When water starts to flow over a flat bed the sand grains start to move,
individually at first and then in patches, until periodic ripples develop, with crests perpendicular to
the direction of flow. Field and laboratory research suggests that the wavelength, or spacing, of
ripples is mainly dependent on particle size and is typically between 150 mm and 450 mm. As the
flow intensity increases, ripples start to give way to dunes, larger features with rounded crests. Dunes
are common in alluvial channels and are continuous along the bed for hundreds of kilometres in large
rivers like the Mississippi and Niger. Dunes vary greatly in size, being scaled with the depth of flow
and ranging from a few centimetres to a few metres in height. Dune wavelengths also vary, from tens
of centimetres to more than a hundred metres in the largest rivers. Ripples and dunes migrate
downstream over time, as the flow moves sand grains up the more gentle upstream slope towards the
crest, from where sediment falls down the steeper downstream slope. A critical mechanism in this
process is the deposition of coarse grains at the crest, where flow separation occurs. At higher flows,
dunes become unstable and are ‘washed out’ because the flow velocity is too great to sustain
deposition at the dune crest. Dunes then give way to a plane bed, but one that is rather different from
the initial flat bed. Above the bed is a clearly defined zone of suspended sediment within which ‘dust
storm conditions’ prevail (Leopold et al., 1964). This marks the transition to the upper flow regime,
where the Froude number (ratio of inertial and gravitational forces) is greater than 1 and flow
becomes supercritical. Upper flow regime bedforms include standing wave antidunes, where the
sediment is moving but the waves themselves are stationary. This is because rates of deposition on the
upstream side are matched by erosion on the downstream side. The position of standing waves is
marked by waves at the water surface, the sand and water waves being in phase with each other. At
higher flows sediment is thrown up from the downstream side of the bedforms at a faster rate than it
can be replenished, which results in antidunes. These migrate upstream, while the sediment continues
to move downstream. At very high flows, a series of chutes and pools develop. Chutes have a near-
plane bed and shooting flow, which enters downstream pools: deeper sections that are marked by
hydraulic jumps. Bedforms in gravel and mixed sand—gravel channels Bed structures also form in
gravel-bed channels and have been a focus of research over recent decades. Pebble clusters are
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commonly found in this type of channel and form when a single large particle acts as an obstacle,
protruding into the flow and encouraging the accumulation of coarse material on its upstream side.
This upstream material may have an imbricated structure, increasing stability and requiring larger lift
and drag forces to entrain the constituent particles. Finer particles are found on the downstream side
of the obstacle, where shelter is provided from lift and drag forces. Transverse ribs are another type
of gravel bedform and consist of regularly spaced ridges of coarser pebbles, cobbles or boulders that
lie transverse to the flow. Like sand bedforms, these features affect flow resistance as well as rates of
bedload transport. Where the bed is composed of a mixture of sand and gravel, the different mobility
of the constituent particles can lead to some interesting effects. For example, longitudinal ribbons of
sand have been observed to travel downstream, snaking from side to side over immobile gravel beds.
Bedload can also move in thin sheets as an elongated procession of sediment with a thickness of one
to two grain diameters. The coarsest sediment accumulates at the leading edge and there is a
progressive fining of sediment behind it. Bedload sheets appear to be fairly common in mixed
channels and are related to rates of sediment supply, becoming less frequent and reduced in extent as
supply rates are reduced (Dietrich et al., 1989).

Assessing rates of bedload transport

From the preceding discussion you will have some idea of just how complex and variable bedload
transport is. There is a general paucity of data on rates of transport because the available techniques
can be expensive and time-consuming to employ. These include the collection of bedload over a
period of time using portable samplers or traps excavated in the bed. Another approach is to track the
movement of individual particles.

SUSPENDED LOAD TRANSPORT

Processes Particles carried in suspension are kept aloft by turbulent eddies and will remain in
suspension as long as their weight is supported by the upward component of turbulent eddies. In a
fluid at rest, a suspended particle will fall through the fluid column. The rate of fall, or fall velocity, is
a function of the density, size and shape of the particle. It is also determined by the viscosity and
density of the transporting fluid. Since the falling particle displaces fluid, its movement is resisted by
an equal and opposite fluid drag force. If sufficient depth is available, the falling particle will
accelerate until it reaches a terminal velocity. In channels, the fall velocity is further affected by flow
turbulence and the interactions of surrounding particles (Chanson, 1999). Considerable variation is
seen between particles of different sizes. The fall velocity for the finest wash load component is very
low, meaning that this sediment can be transported over considerable distances. For example the
terminal fall velocity of a silt grain (0.001 mm) is approximately 0.004 cm s-1, but increases to 34 cm
s-1 for a 10 mm gravel particle (Chanson, 1999). Suspended sediment is transported by processes of
advection and turbulent diffusion. Advection is the transport of sediment within the flow, where the
sediment moves with the flow itself. Turbulent diffusion refers to the mixing of sediment through the
depth profile by turbulent eddies. Within the depth profile, the greatest concentration of suspended
sediment is found towards the bed of the channel. Although there is continuous movement of
individual suspended grains, the overall concentration and average grain size generally decrease
rapidly away from the bed. This is due to interaction between the fall velocity and the vertical
component of flow associated with turbulent eddying (Knighton, 1998). The upward migration of
sediment to zones of lower concentration is both an advective and a diffusion process. A related
process, which is called convection, involves the entrainment of sediment by large-scale vortices. For
example, sediment is suspended in vortices generated as a result of flow separation in the toughs of
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ripples and dunes (Bridge, 2003). Large-scale vortices also occur where there are sudden drops in bed
elevation, at hydraulic jumps and during overbank flows.

Sediment supply and transport rates

The main sources of suspended sediment include material washed in from hillslope erosion and the
release of fine material and aggregates from bank erosion. The supply of fine sediment is a major
control on rates of suspended sediment transport. Most suspended transport, particularly the wash
load, is supply limited. This means that the supply of fine sediment often has a greater influence on
the sediment concentration than flow conditions in the channel. The rate of supply varies during
individual events, between events, seasonally and annually. These variations are controlled by a
number of variables, including antecedent conditions, rainfall intensity, hydrograph shape and
vegetation growth. High discharges tend to be associated with greater concentrations of suspended
sediment. This is because the supply is increased by storm-induced erosion of hillslopes and channel
banks, and the release of fine sediment from storage. With all this in mind, it is hardly surprising that
no simple relationship exists between suspended sediment concentration and flow discharge for a
given crosssection.

DEPOSITION

Sediment particles are deposited when there is a reduction in the competence and capacity of the flow.
The process itself takes place at a very small scale and involves individual grains, although
depositional forms can be observed over a wide range of spatial scales, from the smallest bedforms to
vast floodplains and deltas. The construction and development of depositional forms might be likened
to the building of an anthill. The process of building the anthill involves individual ants carrying soil
one crumb at a time to the site of the ant hill. Although this process takes place at a small scale, the
resulting feature is much bigger than the individual ants and crumbs of soil that created it. Thresholds
for deposition are associated with the fall (or settling) velocity defined earlier. The deposition of
suspended sediment takes place when the fall velocity dominates over turbulent diffusion. Since the
fall velocity is closely related to particle size, the coarsest sediment tends to be deposited first. This
leads to sediment sorting, a vertical and horizontal gradation of sediment, from coarse to fine. It
should be noted that the fall velocity is also affected by the viscosity and density of the fluid. These
are both influenced by changes in suspended sediment concentration. In addition, finer material can
be transported as agglomerations of sediment called flocs. These have a greater fall velocity than the
individual particles forming them. In the case of bedload transport, the near-bed flow conditions are
significant. Bedload deposition occurs where the bed shear stress drops below the critical shear stress
(Shields’s parameter) required to transport particles of a given size. Local patterns of sediment sorting
are well known, for example a downstream reduction in bed particle size is commonly observed along
channel bars (e.g. Bluck, 1982; Smith, 1974).

Where sediment is deposited
There are a number of different circumstances that lead to deposition. These include:

® Reductions in flow discharge which are seen as flows recede, or along dryland rivers, where
downstream losses are caused by high rates of evaporation and percolation.

® Decreases in slope which can be localised, or involve a gradual reduction over a longer length of
channel and cause a reduction in average flow velocity and stream power.
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® Increases in cross-sectional area cause the flow to diverge and become less concentrated. Flow
resistance increases because there is more contact between the flow and channel boundary. There is a
large increase in cross-sectional area when overbank flows occur.

® Increases in boundary resistance are associated with vegetation and coarse bed sediment. When
overbank flows occur, velocity is reduced by the increased roughness of the floodplain surface,
leading to the deposition of suspended sediment.

e Flow separation which causes sediment to become decoupled from the flow.

® Obstructions to flow. Sediment often accumulates behind obstructions. These include boulders,
outcrops or islands of bedrock, woody debris and man made structures such as bridge piers, dams and
flow control structures. Changes in the supply of sediment are also important. For example, sediment
tends to accumulate immediately downstream from scour zones caused by flow convergence, when
the material scoured from the channel bed is deposited immediately downstream. At a larger scale,
increases in the supply of sediment to a channel reach are caused by changes within the upstream
drainage area.

Depositional environments

Although deposition does occur in the production and transfer zones of the fluvial system it dominates
in the deposition zone, where there is a decline in gradient and energy availability. Large-scale
deposition leads to the development of characteristic landforms, including floodplains, alluvial fans
and deltas. Within channels, bars represent smaller-scale depositional features. They are commonly
found on the inside of meander bends, along the edges of channels, and where tributaries join the
main channel. Braided channels are characterised by numerous midchannel bars. Floodplains border
the channels of alluvial rivers and are formed from a mixture of in-channel and overbank deposits.
Their development and evolution, is governed by a number of factors, including the supply of
sediment (volume and calibre), the energy environment of the channel, and the valley setting.
Sediment is laid down by rivers as they migrate across the floodplain, being deposited on the inside of
meander bends or when braid bars are abandoned. These channel deposits are relatively coarse in
comparison with the much finer sediment that is laid down by overbank flows. Processes of erosion
can also be significant in reworking sediment or in removing part, or all, of the floodplain surface.
Alluvial fans are typically found in situations where an upland drainage basin flows out onto a wide
plain. The sudden change from confined to unconfined conditions leads to flow divergence, while
mean flow velocity is decreased by the reduction in slope. The resultant deposition leads to the
formation of a conical feature with a convex cross-profile. Most fans have a radius of less than 8 km,
but can be more than 100 km wide in some cases. Where a number of individual fans develop along a
mountain front, they may grow laterally and coalesce to form a sloping apron of sediment called a
bajada. Fans are commonly found in dry mountain regions, where an abundant sediment supply is
associated with extreme discharges and frequent mass movements. Frequent shifts are often seen in
the position of the braided channels that cross the fan surface, although only part of the fan surface
may be active during a major flood event. In long profile, the slope is steepest at the fan head,
progressively decreasing along the length of the fan. There is also a down-slope reduction in sediment
size, although deposits are coarse and poorly sorted. Incision and fan head trenching is associated with
decreases in sediment supply, or increases in slope. Such changes can be caused by tectonics, climatic
variations, a fall in regional or local base level, or human activity. In the absence of external change,
the progressive lowering of the landscape will also result in a decline in sediment yield over time.
Arid fans are generally smaller and steeper than those found in humid regions, a large-scale humid
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example being the Kosi Fan on the southern Himalayan mountain front. This covers an area of 15,000
km?2 and formed where the Kosi River descends onto the wide alluvial plain of the Indus. It has a very
low gradient, only averaging 1 m km-1 at its head, with further decreases downstream (Summerfield,
1991). Deltas are found where sediment-charged flowing water enters a body of still water. They
extend outwards from shorelines where rivers enter lakes, inland seas and oceans. In coastal areas
deltas form where the supply of sediment is greater than the rate of marine erosion, although sediment
is redistributed by coastal processes. The influence of fluvial processes tends to dominate in the case
of lake deltas (Charlton, 2008).
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UNIT-5: ADJUSTMENT OF CHANNEL FORMS AND PATTERNS TO
MORPHODYNAMIC VARIABLES

The form of a channel is largely a function of the water and sediment supplied to it. Adjustments to
channel form occur as a result of process feedbacks that exist between channel form, flow and
sediment transport. At the reach scale, the type of adjustment that can take place is constrained by the
valley setting, the nature of bed and bank materials, and bank vegetation. This gives rise to a wide
diversity of different channel forms. In this chapter you will learn about:

e How the supply of water and sediment drive channel form adjustments

e Feedbacks between flow, channel form and sediment transport

e Types of channel adjustment that can be made within the boundaries imposed by local
conditions

e Space and time scales over which adjustments are made

CONTROLS ON CHANNEL ADJUSTMENT AND FORM

Flow and sediment supply both fluctuate through time, meaning that continuous adjustment takes
place through the erosion, reworking and deposition of sediment. The flow and sediment regimes are
called driving variables because they drive these processes. Along a given reach, channel adjustment
is constrained within certain boundaries that are imposed by local conditions. For example, a sand-bed
river flowing across a wide floodplain is able to adjust its form much more readily than a bedrock
channel confined within a narrow gorge. Energy availability is also important, and channel
adjustments are often limited for rivers that flow over low gradients, especially where cohesive banks
are protected by vegetation. These constraints are called boundary conditions and include valley
confinement, channel substrate, valley slope and riparian vegetation. Not all channels are in regime,
and there are many examples of non-regime, or disequilibrium, channels. This may be because the
channel is evolving in response to long term changes in the flow or sediment regime, caused by a
change in one of the external basin controls. Examples include incising or aggrading channels and
those that are undergoing a change in channel pattern. Alternatively, some bedrock and dryland
channels may exist in a permanent state of disequilibrium because it is only during flood flows that
adjustments take place. In such cases, low flows have little or no influence on the overall channel
form. Many empirical relationships have been developed to relate ‘regime dimensions’ (e.g. channel
width or depth), to control variables (e.g. bankfull discharge). It is important to realise that these
regime dimensions represent an average and are not applicable to all channel types or flow regimes.
The available stream power along a given reach is determined by the discharge and valley slope. At
the sub-reach scale there are spatial variations in energy expenditure, which result from variations in
channel shape and resistance to flow. These in turn influence patterns of erosion and deposition. For
example, energy and erosion potential are concentrated where the channel narrows. Conversely, flow
resistance is increased by obstructions to flow such as boulders, bedforms, bars or woody debris,
which can lead to localised deposition. There is therefore two-way feedback between channel form
and flow hydraulics — form influences flow and flow influences form. This point is well illustrated by
the work of Ashworth and Ferguson (1986) on a glacially fed braided river in Arctic Norway. An
intensive monitoring programme was carried out to make detailed measurements of channel
morphology, velocity and shear stress, bedload size and transport rate, and the size of bed material.
Starting at the top left of this diagram is the discharge of the river, which is unsteady (varies over
time). The irregular form of the channel creates non-uniform flow conditions over the rough channel
bed. As a result, complex spatial variations are seen in velocity, which also changes over time. Rates
of bedload transport are determined by bed shear stress as well as the size and amount of bed material
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that is available for transport. As with velocity and shear stress distributions, rates of bedload
transport are spatially variable, and also change with time. Bedload transport may maintain the
existing channel shape, size and pattern. Alternatively, channel form can be modified as a result of
scour, fill and possible lateral migration. The nature of such changes is spatially variable, and in turn
feeds back to influence the velocity distribution within the channel. The character of the bed material
determines the roughness of the channel, in turn affecting the velocity distribution in the channel.

Driving variables
Flow regime

The flow in natural river channels is unsteady, fluctuating through time in response to inputs of
precipitation to the drainage basin. Characteristics of the flow regime include seasonal variations,
flood frequency—magnitude relationships and the frequency and duration of low flows. Since
discharge influences stream power, velocity and bed shear stress, the characteristics of the flow
regime have an important influence on channel form. Of morphological significance is the bankfull
discharge. The bankfull discharge marks a morphological discontinuity between within-bank and out-
of-bank flows. Since the flow in natural channels is unsteady, the bankfull discharge provides a
representative flow. The geomorphological effectiveness of a given flood depends not only on its size,
but also on the frequency with which it occurs. Large floods can carry out a considerable amount of
geomorphological work. However, their comparative rarity means that the cumulative effect of
smaller, more frequent flows may be more significant in shaping the channel.

Sediment regime

The supply of sediment varies through time. It is not only the volume of sediment that is important but
also its size distribution. Fluctuations in the volume and size of sediment are brought about by
variations in sediment supply from the drainage basin and processes of sediment transfer through the
channel network. As with the flow regime, it is the processes in the drainage basin, upstream from a
given reach, that influences sediment supply.

The balance between stream power and sediment supply

There is an important balance between the supply of bedload at the upstream end of a channel reach
and the stream power available to transport it. This is known as the Lane balance, having first been
described as a qualitative equation by Lane in 1955. The left hand side of the scales represents the
volume and size of sediment supplied to a channel reach over a given period of time. Balanced against
this is the stream power available to transport it. This is determined both by the volume of water that
enters the reach (over the same time period), and by the slope over which it flows. If the stream power
is exactly sufficient to transport the sediment load, both sides of the scales are in balance and there is
no net erosion or deposition along the reach. This is not to say that there is no erosion or deposition
whatsoever, because these processes do occur at a localised scale in response to local variations in
hydraulic conditions. Rather it means that, on balance, neither erosion nor deposition will
predominate. An imbalance will occur if there is an increase in the volume or calibre of the sediment
load in relation to the available stream power (sediment calibre is important because it determines the
flow competence required to transport it). This means that there is insufficient stream power to
transport all the sediment, with the result that the excess is deposited along the reach. In this case, the
balance tips towards aggradation, with net deposition occurring along the reach. Aggradation can be
triggered in several ways, for example where the sediment supply is increased by upstream channel
erosion, mass movement, or human activities such as mining. Aggrading channels are characterised
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by numerous channel bars in a wide, shallow channel. Deposition within the channel may lead to the
channel bed becoming elevated above the surface of the floodplain. This, together with reduced
channel capacity, increases the incidence of flooding and also promotes channel migration. A
different situation arises when the stream power exceeds what is needed to transport the sediment load
through the reach. This excess energy has to be expended somehow, so it is used to entrain sediment
from the bed and erode the channel boundary. In this case degradation predominates. Degradation
can be caused by an increase in discharge, perhaps caused by an increase in flood frequency, or by a
decrease in sediment supply. The Lane balance is simplistic because much depends on the calibre of
bed sediment within the reach. For example, no degradation can occur in a boulder-bed stream if the
bed sediment is too coarse to be moved by the available stream power. This can be true even if the
stream power exceeds the sediment supplied at the upstream end of the reach. Even when degradation
does occur, another limitation of the equation is that it does not tell us where within the reach erosion
will occur (Simon and Castro, 2003). This means that the equation cannot be used to predict the actual
nature of channel change. For example, if the channel bed is more resistant to erosion than the banks,
bank erosion is likely to be an initial adjustment. However, in a sand-bed channel with cohesive banks
it is more likely that an initial adjustment would be scouring of the bed (Simon and Castro, 2003).
Resistance to erosion can be highly variable within a given reach, as can the specific stream power
along that reach. This gives rise to spatially complex adjustments along the reach, even if there is net
aggradation or net degradation along the reach as a whole.

Boundary conditions
Valley slope

This refers to the downstream slope of the valley floor (as opposed to the slope of the channel itself )
and determines the overall rate at which potential energy is expended along a given reach. The valley
slope imposed on a given reach of channel is determined by a combination of factors including
tectonics, geology, the location of the reach within the drainage basin and the long-term history of
erosion and sedimentation along the valley. Although the overall energy available along a given reach
is largely determined by the valley slope, it is possible for adjustments to occur that increase flow
resistance at different scales (channel resistance, form resistance and boundary resistance). Different
types of channel and floodplain morphology are associated with low, medium and high-energy
environments.

Valley confinement

A channel may be defined as confined, partly confined, or unconfined, depending on how close the
valley sides are. The degree of valley confinement is important for several reasons. In confined
settings channel adjustments are restricted by the valley walls, which also increase flow resistance. In
addition, valley width influences the degree of slope—channel coupling that exists. Inputs of sediment
from mass movements and other slope processes may exceed transport capacity, in turn influencing
channel form. The episodic nature of mass movements means that these contributions can vary
considerably over time. In partly confined settings, some degree of lateral migration and floodplain
development is possible. However, where the river comes against the valley wall or hillslope it is
prevented from migrating further, which can lead to the development of over-deepened sections of
channel. Stream power is also concentrated within the narrow valley and sections of the floodplain
surface may be stripped during major floods. Where the hillslopes are a long way from the channel
and have relatively little influence in contributing to the channel load, the channel is described as
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unconfined. Typically these settings are found in the lower reaches of rivers where there is very little
interaction between channel and hillslopes.

Channel substrate

Considerable variations are seen in the form and behaviour of channels developed in different
substrates. The substrate determines how resistant the channel is to the erosive force of the flow. It
also influences boundary roughness, and therefore flow resistance. Alluvial channels formed in sand
and gravel are generally more easily adjusted than those with cohesive silt and clay substrates. This is
because the individual particles can be entrained at relatively low velocities, so non-cohesive
substrates tend to be associated with wider, shallower cross-sections and faster rates of channel
migration. Bedrock and mixed bedrock-alluvial channels are influenced over a range of scales by
various geological controls.

Riparian vegetation

Vegetation on the banks and bed of river channels controls channel form in various ways. It often acts
to protect and strengthen the banks, and research has shown that a dense network of roots can increase
erosion resistance by more than a factor of ten. As a result, channels with vegetated banks are often
narrower than those with non-vegetated banks under similar formative flows. This effect is most
marked for densely vegetated banks (Hey and Thorne, 1986). Flow resistance can also be increased by
vegetation growing on the bed and banks, as well as by woody debris (fallen trees and branches) that
enters the channel from the banks. An interesting example of the influence of riparian vegetation on
channel form is provided by the Slesse Creek, British Columbia, Canada, and is reported by Millar
(2000) and MacVicar (1999). The Slesse Creek drains an area of 170 km2 within the Fraser River
basin, flowing southwards from the United States into British Columbia.

Downstream changes

Downstream changes in slope, discharge, valley confinement, sediment supply and particle size give
rise to different balances between erosion and deposition along different parts of the profile. This
leads to downstream changes in channel and floodplain morphology. In general terms, the cumulative
supply of sediment increases downstream but the available energy decreases. The discharge in most
river channels increases in a downstream direction, as a progressively larger area is drained. In order
to accommodate the growing volume of flow, channel dimensions (width and depth) typically
increase downstream, and are often accompanied by a slight rise in velocity. The way in which these
parameters change with increasing discharge can be described by the hydraulic geometry of the
channel. Observations show that there is a general decline in sediment size along the channel. The
main causes of this downstream reduction are widely recognised as being abrasion and selective
transport (Rice and Church, 1998). Abrasion refers to the reduction in size of individual particles by
chipping, grinding and splitting. Physical and chemical weathering processes are also significant in
the pre-weakening of individual particles. Selective transport refers to the longer travel distances
associated with smaller grains, which are more mobile. The rate of reduction in sediment size varies
considerably and downstream increases are often observed at several locations. The downstream
decrease in sediment size is often disrupted by inputs of coarser material. These include material from
bank erosion, inputs from tributaries, and colluvial material. Material entering the main stream from
tributaries is typically coarser than that in the main channel (Knighton, 1998). This causes a sudden
increase in sediment size followed by a progressive fining further downstream. Complex patterns of
downstream size reduction are seen where slope channel coupling is strong and non-alluvial supplies
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are dominant. These include contributions from hillslopes (e.g. mass movements), the erosion of
bedrock outcrops and glacial material (Rice and Church, 1998). The channel slope is typically
steepest in the headwaters, becoming gentler in the lower reaches. The resulting long profile of many
rivers is concave in shape, although the degree of concavity varies. Downstream increases in
discharge, together with a decrease in bed material size, mean that the load can be transported over
progressively shallow slopes. Exceptions to this are seen in arid and semi-arid regions, where
downstream conveyance losses and high rates of evaporation lead to a downstream reduction in
discharge. In this case a straight or convex profile may develop, since increasingly steep slopes are
needed to compensate for the downstream reduction in flow. Irregularities are often seen in the long
profile, for example flatter sections are associated with lakes and reservoirs, and steeper sections at
the site of waterfalls. In addition, there is often a change in the channel slope where tributaries join the
main channel, because of the sudden increase in discharge. In tectonically active areas, where rates of
uplift may be similar to erosion rates, rivers are in a state of dynamic equilibrium constantly trying to
‘catch up’ with tectonically driven changes. It takes time for a concave profile to develop, so the
overall shape of long profiles in tectonically active regions tends to be straight rather than convex.

CHANNEL ADJUSTMENT
Time scales of adjustment

Different components of a channel’s morphology (e.g. bedforms, cross-sectional shape, slope) change
over different time scales. This is because some components are more readily adjusted than others.
For example, bedforms in a sand-bed channel are rapidly modified by a wide range of flows.
Adjustments to channel width and depth take place over months to years, planform adjustments occur
over tens to hundreds of years, while changes in the long profile may take thousands of years.
Morphological adjustments therefore tend to lag behind the changes that cause them. This means that
it can be difficult to link processes of flow and sediment transport with channel dimensions and form.
Channel form is directly controlled by flow regime and sediment supply. These all act as controls on
the flow and sediment regimes and, through a complex sequence of adjustments, lead to long-term
changes in channel form and behaviour.

How adjustments are made

Channel form and behaviour reflect the driving variables and boundary conditions influencing a given
channel reach. These controls also influence the ways in which channel adjustments are made. There
are potentially four degrees of freedom or variables that can be modified: channel cross-section,
slope, planform and bed roughness. Modifications to the cross-sectional size and shape are associated
with changes in width and depth of the channel by processes such as bank erosion, incision of the bed,
or aggradation. Channel slope can be adjusted in different ways. Negative feedback reduces the slope
of steeper sections by erosion, and the slope of flatter sections is increased by deposition. Increases or
decreases in channel length also affect channel slope. There are several different types of channel
planform adjustments. These include lateral migration, meander bend development, reworking of
bars, and even wholesale shifts of the channel to a new course. Finally, changes in bed roughness are
brought about when the channel rearranges bed material, for example, in sand-bed channels, where
bedforms are modified in response to changes in flow conditions. Mutual interrelationships exist
between these variables, with adjustments made to one affecting one or more of the others. For
instance, the formation of a meander cut-off alters the channel planform as well as increasing channel
slope. The influence of the driving variables and boundary conditions often reduces the degrees of
freedom that a particular channel has. In the case of the mixed bedrock-alluvial channel, depth
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increases are greatly restricted by the rock bed of the channel. On the other hand, the alluvial banks
allow the channel to be widened much more easily. However, reductions in cross-sectional size by
deposition may be limited if the channel has degradational tendencies (Charlton, 2008).
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UNIT-6: COASTAL MORPHODYNAMIC VARIABLES AND THEIR

INFLUENCE IN EVOLUTION OF LANDFORMS
The Work of Waves and Tides

This chapter brings together two different agents of erosion: wind and waves. Wind is the movement
of air, a fluid of low density; waves involve the movement of water, a fluid of much higher density.
This difference in fluid density means that the power of moving air to create landforms is generally
much weaker than the power of moving water as waves. That said, vast desert landforms on our planet
have been shaped by wind, whereas waves can act only on coastlines of oceans and large lakes. Yet
the two agents are related because waves are set in motion by wind blowing across a water surface.
We will first examine how waves create landforms.

WAVES

Waves are the most influential of the agents that shape coastal landforms. When winds blow over
broad expanses of water, they generate waves. Both friction between moving air and the water surface
and direct wind pressure on the waves transfer energy from the atmosphere to the water. Waves are
seen and felt as a regular rising and falling of the water surface that causes a floating object to move
up and down, forward and back. Waves have crests and troughs . Wave height is the vertical distance
between trough and crest. Wave length is the horizontal distance from trough to trough or from crest
to crest. The wave typically travels in a forward direction as parallel fronts of crests and troughs. The
wave period is the time in seconds between successive crests or successive troughs that pass a fixed
point. Wind-generated ocean waves are an example of oscillatory waves . In this type of wave, a tiny
particle, such as a drop of water or a small floating object, completes one vertical circle, or wave orbit
, with the passage of each wave length. The circle of motion grows rapidly smaller with depth. For
lake and ocean waves pushed by the wind, particles trace an orbit in which the forward speed of each
particle at the crest is slightly greater than the backward speed at the trough. As a result, there is net
forward motion of water associated with most lake and ocean wave trains. The amount of motion
depends on the size and steepness of the waves, and strong waves are capable of pushing large
amounts of water toward the beach. This causes local sea level to rise and generates local currents of
water heading back out to sea. The height of waves is determined by wind speed, wind duration, and
fetch —the distance that the wind blows over the water. Given a sustained wind, average and peak
wave heights increase with fetch and duration, until waves are fully developed. Wave height increases
rapidly with wind speed. Waves retain most of their energy as they travel across the deep ocean, but
when a wave reaches the shore, it begins to expend its energy. As it reaches shallow water, the drag of
the bottom slows and steepens the wave. At the same time, the wave top maintains its forward
velocity and eventually falls down onto the face of the wave, creating a breaker. Tons of foamy
turbulent water surge forward in a sheet, riding up the beach slope. This powerful swash moves sand
and gravel on the beach landward. Once the force of the swash has been spent against the slope of the
beach, the return flow, or backwash , pours down the beach. This undercurrent can sweep unwary
bathers off their feet and carry them seaward beneath the next oncoming breaker. The backwash
carries sand and gravel seaward, completing the wave cycle.

LITTORAL DRIFT

Waves breaking along the shore generate tremendous energy to move sediment along the shoreline in
a process called littoral drift . ( Littoral means “pertaining to a coast or shore.”) Littoral drift includes
two transport processes. Beach drift is the transport of sediment along the beach. This occurs when
waves reach the shore at an angle, however slight, and the swash from the breaking waves carries
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sand up the beach at a similar angle. The backwash, then, is drawn downward toward the breaker zone
by gravity in a straighter path. The result is that sand is carried down the beach in a series of steps,
setting in motion a net movement of sand away from the angle of wave attack. Just offshore, the net
forward motion of breaking waves pushes water into the breaker zone. The water is propelled along
the shoreline, away from the direction produces a longshore current, which moves sand along the
bottom as longshore drift , the second component of littoral drift. If the wave direction remains more
or less the same for long periods, littoral drift can transport sediment for long distances along the
coast.

WAVE REFRACTION

The process by which waves erode sediment along a shore depends on two factors: the amount of
energy the waves have and the resistance of the shore materials. Where waves strike a rocky coastline,
areas of softer rock are eroded more quickly, carving out bays and coves and leaving behind jutting
landforms of resistant rock, called headlands . When the coastline has prominent headlands that
project seaward, and deep bays in between, approaching wave fronts slow when the water becomes
shallow in front of the headlands. This slowing effect causes the wave front to wrap around the
headland, in a process called wave refraction. This concentrates wave energy on the headland,
enhancing erosion. The angle of the waves against the side of the headland also initiates a longshore
current that moves sediment from the headland into the surrounding bays, creating crescent-shaped
pocket beaches in the bays. Over time, the action of waves against a coast tends to have the effect of
straightening the coast as it erodes sediment from headlands and deposits it into bays.

TIDES

Most marine coastlines are also influenced by the ocean tide, the rhythmic rise and fall of sea level
under the influence of changing attractive forces of the Moon and Sun on the rotating Earth. In the
tidal system, the Earth and Moon are coupled together by their mutual gravitational attraction, which
is balanced by an inertial force generated by their revolution around a common center of mass. While
the inertial force is constant at all points on the globe, the gravitational attraction of the Moon is
greater on the near side of the Earth; seawater responds to this attraction, causing the ocean to “bulge”
toward the Moon. On the far side of the globe, the gravitational force of the Moon is weaker; but
because the inertial force is the same, the ocean water is pushed away from it, and this causes a
second bulge to emerge on the far side. The bulges remain essentially stationary while Earth rotates
through them, creating two high tides and two low tides per day. The Sun affects tides in a similar
way, but its tide-producing force is only about half as strong as the Moon’s. When the Sun and Moon
are aligned on opposite sides of the Earth, their gravitational forces combine to produce tides with a
higher range, called spring tides . In contrast, when the Moon and Sun are positioned at a right angle
to the Earth, tides have a lower range and are called neap tides . Some marine organisms time their
egg laying on the beach to coincide with high spring tides, so that the eggs can incubate without
subsequent exposure to wave action. Hatchlings emerge at the next spring tide, about 14 days later,
and are washed out to sea. The survival of these species is dependent on close synchronization with
these extreme tides. Each day, coastal regions experience two high tides, called flood tides , and two
low tides, called ebb ftides ; collectively, they are referred to as semidiurnal tides , meaning occurring
approximately every half day. There are, however, two exceptions, due to unique orbital geometry:
the Gulf of Mexico and South China Sea have only one high tide and one low tide each day, called
diurnal tides . The difference between the heights of successive high and low waters is known as the
tidal range. If the tidal range is wide, the changing water level can play an important role in shaping
coastal landforms. Tides contribute to the erosion, transport, and deposition of sediment by ocean
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waters. As tides ebb and flood, ocean waters flow into and out of bays. Tidal currents pouring through
narrow inlets that connect bays with the ocean are very swift and pick up sediment as they travel,
eroding the inlets. This keeps the inlet open, despite littoral drift that would otherwise block the inlet
with sand. Tidal currents also carry large amounts of fine silt and clay in suspension. Some of this
sediment is deposited in bays.

TSUNAMIS

Although most waves are generated by wind, waves can also be set in motion by any sudden
displacement of large amounts of water, such as by an earthquake or an undersea landslide. These
waves are called tsunamis , or seismic sea waves. (Seismic sea waves are also sometimes called tidal
waves, but they are unrelated to tides.) A tsunami originates when the sudden movement of the sea
floor—resulting from an earthquake, for example—generates a train of water waves. These waves
travel over the ocean at 700 to 800 km/hr (435 to 500 mi/hr), moving outward in all directions from
their source. In deep ocean waters, the tsunami ’s motion is normally too gentle to be noticed, making
it hard to detect in the open ocean. But as the wave approaches land, it is subject to the same physics
as wind-driven waves; that is, as the wave drags along the bottom, and slows, it shortens and steepens
to a height of 15 m (50 ft) or higher. Ocean waters rush landward and surge far inland, destroying
coastal structures and killing inhabitants as they pass, at speeds of up to 15 m/s (34 mi/hr) for several
minutes. Considering that each cubic meter of water weighs about 1000 kilograms (about 2200 lbs), it
is easy to understand the tremendous power of such a surge of water. Even as the waters retreat, they
continue to devastate the land, pulling people and debris back out to sea with them. Tsunamis
typically consist of several surging waves, one after the other—and the largest wave is not necessarily
the first to arrive. With their tremendous force, tsunamis can dramatically reshape coastal areas and
inflict damage in regions on both sides of the ocean. The deadliest tsunami recorded so far struck the
Indian Ocean region in December 2004, following a massive undersea earthquake—measuring 9.0 on
the Richter scale—in the Java Trench, west of Sumatra. About 1000 km (600 mi) of fault ruptured,
rocketing the nearby sea floor upward about 5 m (16 ft). This rapid explosion of a vast area of ocean
bottom launched a giant tsunami that devastated populations in Southeast Asia, India, and Africa,
reshaping coastal landscapes, wiping out cities, and killing more than 265,000 people. Where early-
warning systems have been installed, tsunamis can usually be predicted far enough in advance to
evacuate local populations. By monitoring seismic activity on the sea floor, it is possible to trigger
tsunami warnings along coastlines that might be at risk. However, if an earthquake occurs very near
the shore, or if local warning systems are not effective, the toll taken by tsunamis can be incalculable.
One such event took place on March 11, 2011, in Japan. On that date, the Pacific Tsunami Warning
Center in Hawaii detected an undersea earthquake of magnitude 9.0, located 70 km (43 mi) off the
cast coast of Tohoku, the north eastern portion of Honshu, Japan ’s largest island. The Great Tohoku
earthquake, the largest ever recorded in that country, occurred along a 300-km (186-mi) subduction
zone at a depth of 32 km (20 mi) under the ocean floor, with its epicenter 70 km (43 mi) east of the
coastline. And in spite of Japan ’s technologically advanced warning systems and regularly scheduled
emergency training program, nothing could stave off entirely the onslaught of destruction set in
motion by the earthquake and the huge tsunami it triggered— these early-warning systems did save
tens of thousands of lives minutes before the 9.2 m (30 ft) wave came ashore. Unfortunately, worse
was yet to come when nuclear reactors built along the coastline were flooded, and eventually
experienced partial core meltdowns that released harmful radioactivity. The final death toll of the
Great Tohoku earthquake and tsunami exceeded 15,000.

Coastal Landforms
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As waves break upon the shore, they expend tremendous amounts of energy. This energy, along with
the coastal currents it produces, shapes coastlines by eroding steep cliffs, carving out bays, and
building beaches. Two terms are important to distinguish in describing coastal landforms and
processes: Shoreline refers to the dynamic zone of contact between water and land. Coastline (or
coast ) refers to the zone of shallow water and nearby land that fringes the shoreline; it is the zone in
which coastal processes shape landforms. The Earth’s coastlines are widely varied. For example,
along most of the East Coast of the United States, we fi nd a coastal plain gently sloping toward the
sea, with shallow lagoons and barrier islands at the coastline. On the West Coast, in contrast, we often
find coastlines of rocky shores, with dramatic sea cliffs, headlands, and pocket beaches. To explain
these differences we look to plate tectonics. The eastern coastline is a passive continental margin,
without tectonic activity. Abundant sediment from rivers on the continent, accumulating over millions
of years, provided the material to build the coastal plain, beaches, and islands. Here, the characteristic
coastal landforms are depositional—built by sediment moved by waves and currents. In contrast, the
western coastline is the site of great tectonic activity, with rocks rising from the sea along subduction
boundaries and transform faults. Here, the characteristic landforms are erosional, with waves and
weathering slowly eroding the strong rock exposed at the shoreline. Coastlines around the world are
likewise varied, but for other reasons. During each glaciation of the recent Ice Age, sea level fell by as
much as 125 m (410 ft). Rivers cut canyons to depths well below present sea level to reach the ocean.
Waves broke against coastlines that are now well underwater. Now that sea level has risen, many
coastal landscapes are coastlines of submergence, where fluvial landforms are now under attack by
wave action. Still others are dominated by coral reefs, where ocean waters are warm enough for coral
to grow.

EROSIONAL COASTAL LANDFORMS

The breaking of waves against a shoreline yields a variety of distinctive features. If the coastline is
made up of weak or soft materials—various kinds of regolith, such as alluvium—the force of the
forward-moving water alone easily cuts into the coastline. Here, erosion is rapid, and the shoreline
may recede rapidly. Under these conditions, a steep bank, or marine scarp, will form and steadily
erode as it is attacked by storm waves. Where resistant rocks meet the waves, sea cliffs often occur.
At the base of a sea cliff is a notch , carved largely by physical weathering. Constant splashing by
waves followed by evaporation causes salt crystals to grow in tiny crevices and fissures of the rock,
breaking it apart, grain by grain. Hydraulic pressure of waves, and abrasion by rock fragments thrust
against the cliff, also chisel the notch. Undercut by the notch, blocks fall from the cliff face into the
surf zone. As the cliff erodes, the shoreline gradually retreats shoreward. Sea cliff erosion results in a
variety of erosional landforms, including sea caves, sea arches, and sea stacks. The retreat of the
cliffs leaves behind a broad, gently sloping plane, called a shore platform, at the base of the cliffs. If
tectonic activity elevates the coastline, or if sea level falls, the platform is abruptly lifted above the
level of wave attack. What was a shore platform is raised up and becomes a marine terrace.
Repeated uplifts produce a series of marine terraces in a step like arrangement. Marine terraces are
common along the continental and island coasts of the Pacific Ocean, where tectonic processes are
active along the mountain and island arcs.

DEPOSITIONAL COASTAL LANDFORMS

Most of the sediment we find along a coastline is provided by rivers that reach the ocean. Waves then
transport and deposit this sediment to take shape as shoreline features such as beaches, bars, and spits.
These depositional landforms are relatively transitory, however, appearing, disappearing, or migrating
as a result of seasonal changes, storms, and human engineering. Beaches A beach is a wedge-shaped
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sedimentary deposit, usually of sand, built and worked by wave action. The face of a beach varies
over time as waves either deposit or erode more sand. During short periods of storm activity, waves
cut back the beach, giving it a long, flat, sloping profile. The sand moves just offshore and along the
shore via longshore drift. Gentler waves return the sand to the beach, building a steeper beach face
and a bench of sand at the top of it. When sand leaves a section of beach more rapidly than it is
brought in, the beach is narrowed and the shoreline moves landward. Conversely, when sand arrives
at a particular section of the beach more rapidly than it is carried away, the beach is widened and
builds oceanward. During the winter, many midlatitude beaches experience more active waves and are
eroded to narrow strips. This change is called retrogradation (cutting back). In summer, the gentler
wave climate allows sediment to accumulate, and so the beach is replenished. This change is called
progradation (building out). Retrogradation and progradation can also happen on longer time cycles,
related to changes in sediment input, climate, or human activity in the coastal zone. Although most
beaches are made from particles of fi ne to coarse quartz sand, others are built from rounded pebbles
or cobbles. Still others are composed of fragments of volcanic rock, or even shells. Coastal Dunes
Where ample sand is available, a narrow belt of dunes, called foredunes , often occurs in the region
landward of beaches. These dunes are usually held in place by a cover of beach grass. Although these
dunes are typically built up by wind, they play an important role in maintaining a stable coastline by
trapping sand blown landward from the adjacent beach. As sand from the beach collects along the
foredunes, the dune ridge grows upward, becoming a barrier several meters above high-tide level.
This forms a protective barrier for tidal lands on the landward side of a beach ridge or barrier island.
In a severe storm, the swash of storm waves chisels away the upper part of the beach. Although the
foredune barrier may then be eroded by wave action and partly cut away, it will not usually give way.
Between storms, the beach is rebuilt, and in due time, if a vegetative cover is maintained, wind action
restores the dune ridge. If, however, the plant cover of the dune ridge is undermined by human foot
and vehicular traffic, inlets may open up and allow ocean water to wash in during storms or high
tides. Many coastal communities now protect their dunes by erecting raised pathways over them, to
restrict foot traffic, or by planting protect Spits And Bars Where littoral drift moves the sand along
the beach toward a bay, the sand is carried out into the open water, extending like a long finger, called
a spit . As the spit grows, it forms a barrier, called a baymouth bar , across the mouth of the bay. Once
the bay is isolated from the ocean, it is transformed into a lagoon. And where a spit grows to connect
the mainland to a near-shore island, it forms a tombolo. Barrier Islands Much of the length of the
Atlantic and Gulf coasts of North America is flanked by barrier islands , low ridges.

COASTLINES OF SUBMERGENCE

Coastlines of submergence are formed when rising sea level partially drowns a coast or when part of
the coast sinks. At the end of the last glaciation, sea level rose by about 120 m (394 ft), submerging
coastal landscapes. Climate scientists expect sea level to rise even higher over the next century as a
result of global climate change. Today, many of the major river delta areas are experiencing
submergence resulting from land use practices and sea-level rise. A ria coast is formed when a rise of
sea level or a crustal sinking (or both) brings the shoreline to rest against the sides of river valleys
previously carved by streams. The shoreline rises up the sides of the stream-carved valleys, creating
narrow bays. Streams that fl owed through the valleys add freshwater to the bays, making them
estuaries of mixed fresh- and saltwaters, thereby producing a unique habitat for many plants and
animals. A fiord coast is similar to a ria coast except that the bays are formed in valleys that have
been scoured by glaciers. Glaciers eroded their walls and scraped away loose sediment and rock,
leaving behind broad, steep-sided valleys that are now flooded with seawater. Fiords, the
Scandinavian word for bays, are common features along the northern coastal countries; they can be
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found where glaciers occupied coastlines during the Ice Age. These deep, glacially scoured bays can
be hundreds of meters deeper than the adjacent seas, and they often meander tens of kilometers
inland.

CORAL REEFS

So far we have been talking about coastal landforms built by sediment. Coral reefs are different—
unique, in fact—because their origins are biological; they are made by living organisms. Growing
together, corals and algae secrete rocklike deposits of carbonate minerals. As old coral colonies die,
new ones grow upon them, accumulating as composite layers of limestone. When coral fragments are
torn free by wave attack, the pulverized fragments accumulate on land as coral sand beaches. For
dense coral reefs to grow, water temperatures must be above 20°C (68°F); that is why coral reef
coasts are usually found in warm tropical and equatorial waters between 30° N and 25° S.
Furthermore, the seawater must be free of suspended sediment, and be well aerated, for vigorous coral
growth to take place. For this reason, corals live near the water surface and thrive in locations that are
exposed to waves from the open sea. They are not found near the mouths of muddy streams because
muddy water prevents coral growth. Sediment runoff from poor land-use practices and development
has been identified as a primary factor in most coastal coral reef die-offs. There are three distinctive
types of coral reefs—fringing reefs, barrier reefs, and atolls. These reefs are often found around a
hotspot volcano at different stages of submergence. Fringing reefs build up as platforms attached to
shore. They are widest in front of headlands where the wave attack is strongest. Barrier reefs lie out
from shore and are separated from the mainland by a lagoon. At intervals along barrier reefs, there are
narrow gaps through which excess water from breaking waves is returned from the lagoon to the open
sea. Atolls are more-or-less circular coral reefs enclosing a lagoon; no land is inside. Most atolls are
rings of coral growing on top of old, sunken hotspot volcanoes. They begin as fringing reefs
surrounding a volcanic island. Then, as the volcano sinks, the reef continues to grow, until eventually
only the reef remains. Coral reefs are highly productive ecosystems that support a diversity of marine
life-forms. They also perform an important role in recycling nutrients in shallow coastal
environments. They serve, too, as physical barriers that dissipate the force of waves, protecting ports,
lagoons, and beaches behind them. Finally, they are an important aesthetic and economic resource.
Unfortunately, because of their very specific environmental requirements, coral reefs are highly
susceptible to damage from human activities, as well as from natural causes such as tropical storms.
Some 50 percent of coral reefs worldwide are currently under threat of human activities. Earlier in the
chapter, we noted the effects of global warming on corals, causing bleaching and, ultimately, the
death of corals from elevated water temperatures. But geographers are also worried about the impact
on corals of rising carbon dioxide levels in the atmosphere. As more CO 2 dissolves in seawater it
becomes more acidic, making it harder for corals to develop their calcium carbonate skeleton structure
(Strahler, 2013).
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UNIT-7: PERIGLACIAL PROCESSES AND LANDFORMS

The periglacial environment
Introduction

The Polish geomorphologist W. von Lozinski introduced the term ‘periglacial’ in 1909 to describe
climatic conditions and geomorphic features of areas peripheral to Pleistocene icesheets in the
Carpathians. The term was later extended to include processes and landforms characteristic of cold
climates regardless of their proximity to glaciers or glaciated areas. Periglacial activity predominates
in vast zones that are unrelated to glacial areas such as eastern Siberia (Jahn, 1975). The term
periglacial has been used broadly because of its imprecise definition. The word ‘geocryology,” which
is commonly used by Russian researchers, has been suggested as an alternative term (Washburn,
1979). Geocryology is commonly defined as the study of terrestrial materials that have temperatures
below 0°C, in other words permanently or seasonally frozen ground (Tricart, 1967; Washburn, 1979;
French, 1996, 2007). Periglacial environments are characterized by freezethaw cycles and permafrost
or permanently frozen ground. Either or both occur within the periglacial environment although some
periglacial landforms are not associated with the presence of permafrost. The periglacial environment
is present in polar areas and in middle and low latitude alpine areas of cordilleras throughout the
world (Harris, 1986). Today the periglacial domain covers about one-fifth of the global land surface;
periglacial conditions covered an additional 20 percent of the Earth’s surface during the Pleistocene
cold periods (French and Karte, 1988). Paleoclimatologists recognize the importance of periglacial
phenomena in paleoclimatic reconstructions and of permafrost (Isarin, 1997). Ecologists and
environmental scientists have pointed out the vulnerability of present-day periglacial regions as a
consequence of increased human use and the implications of expected climate change (Vandenberghe
and Thorn, 2002). Periglacial environments have a wide range of climatic conditions with mean
annual temperature close to or far below the freezing point and the range between maximum and
minimum yearly temperatures is generally large. Total annual precipitation varies considerably from
one environment to another with values between 130 and 1400 mm according to Peltier (1950) and
between 50 and 1250 mm according to Wilson (1969). Tricart (1967) established a climatic
classification based on temperature, precipitation, wind conditions, and their seasonal distributions.
He distinguished three main types of periglacial climates: A) Dry climates with cold winters. These
conditions occur in subpolar areas of the northern hemisphere. These areas have low-temperature
winters, short summers, low precipitation, and strong winds. This climate favors the presence of
pergelisol (permafrost). The morphogenetic system of this climate type is characterized by strong
frost action, limited influence of runoff, and significant wind activity. B) Cold wet climates with
extreme winters. This group includes arctic and mountain types. The arctic type is controlled by the
ocean and thus has wide climate variations. Temperatures are similar to climate A but with a lower
annual range. Precipitation is higher than 300 mm, violent winds are common, and permafrost is
present. As a result, frost action is less intense or persistent than in climate A, snow cover reduces
eolian processes, and runoff is relatively important. The mountain type occurs in alpine meadow
areas in temperate zones. Temperatures are similar to the arctic type but with higher annual averages
and smaller ranges. Precipitation is more significant than in the arctic climate. Slope and orientation
play important roles in these areas. Overall frost action is significant, permafrost is generally absent,
wind influence is weak, and runoff-related processes are widespread. C) Climates with small annual
temperature ranges. The mean temperature is close to 0°C and the annual temperature range is
around 10°C. There are two types of climates with small annual temperature ranges. The climate of
high latitude islands has significant weather instability, a small temperature range, and snow
precipitation above 400 mm that minimizes the effects of wind. These climatic conditions lead to
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multiple freeze-thaw cycles that have limited penetration into the ground. Low latitude mountain
climates lack seasonal temperature variations; the daily range is high and larger than the annual range.
Precipitation is high except in arid mountains. These climatic conditions prevent permafrost formation
and increase numerous freeze-thaw cycles and the weak penetration of frost action; there is
insignificant wind activity except in arid mountains. The periglacial environment has two principal
types of vegetation: the subarctic or northern forest and the arctic tundra. There is thus a distinction
between forest periglacial environments and woodland-free environments (French, 1996).

Permafrost characteristics

Permafrost, also called pergelisol or permanently frozen ground, is defined as a soil or a surficial
deposit or rock mass that remains below 0°C continuously for more than two years; the definition
does not consider other properties such as moisture content and lithology (Muller, 1945). Glaciers and
ice sheets are not considered to be permafrost. Permafrost covers approximately 22% of the land
surface of the Northern Hemisphere and extensive areas in the Andes and the Antarctic (Harry, 1988).
Globally, permafrost underlies 14% of the Earth’s surface (Washburn, 1979). Half of Canada and
80% of Alaska are underlain by permafrost (Harry, 1988). Permafrost also occurs at the bottom of
shallow seas in high latitudes (submarine permafrost). Two types of permafrost occur on continents:
polar permafrost and alpine permafrost. Alpine permafrost occurs in mountain environments and is
a function of latitude and elevation. The lower altitude limit of permafrost increases from north to
south (Harris, 1988). Continuous permafrost wedges out toward low latitudes and breaks up into
patches, giving way to discontinuous and sporadic permafrost (Harris, 1986). This classification is
based on the percentage of underlying permafrost at a particular location. The proportion of frozen
ground in continuous permafrost is higher than 80 percent, is between 30 and 80 percent in
discontinuous permafrost, and is less than 30 percent in sporadic permafrost (Brown, 1970) is a north-
south cross section of Canada that shows permafrost increment with increased latitude and increased
fragmentation of blocks separated by unfrozen ground, called talik, with decreased latitude The
maximum documented thickness of permafrost occurs in the River Markha in Siberia where it reaches
a depth of 1450 m (Washburn, 1979). During summer the upper part of the permafrost thaws; this
zone, which is subject to continuous cycles of freezing and thawing, is called the active layer or
mollisol although some authors restrict this term to seasonally frozen ground, that is ground that
remains below 0°C only in the winter. The thickness of the active layer varies from year to year. The
transition layer is a near-surface layer that contains abundant ice, indicating a transition toward the
upper zone of permafrost (Shur ef al., 2005). Overall, the active layer thickens at lower latitudes but
does not exceed 3—4 m in depth. Water that freezes within permafrost comes from the atmosphere,
runoff, or underground flow. The frozen water cements mineral and organic particles together; ice
may occur as individual crystals, particle coatings, or pore fillings. Ice that formed in pre-existing
sedimentary sequences is called epigenetic; ice that forms during sedimentation is called syngenetic
(Harry, 1988); an example of the latter is the advance of permafrost in deltaic and fluvial sequences.
Ice bodies in permafrost have variable geometries (Washburn, 1979). Ice can be found in pores, holes,
and cavities and in both unconsolidated sediments and rocks (French, 2007). Remains of old glacial
ice that are found buried by sediments in permafrost can be recognized by their deformation. Icings or
aufeis are tabular or planar-convex bodies of fresh-water ice that form in the winter where
groundwater emerges as springs or where floodwaters freeze in river valleys. They may be
incorporated into permafrost upon burial. Ice lenses are horizontal lenticular layers of clear ice of
variable thickness; they form in situ as ice segregates during the freezing process. Ice veins and
wedges are vertical cracks in the ground that fill with ice. Meteoric water supplies the veins, which
form wedges as they grow. The V-shaped veins taper downward and the ice crystals have a vertical
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arrangement (Lachenbruch, 1962); as they expand, they deform the adjacent sediment. Ice wedges
formed by epigenetic freezing are commonly 2-3 m wide and penetrate about 5—8 m. In Siberia,
syngenetic ice wedges that form in alluvium can be 5 m wide and 40-50 m deep (Harry, 1988); Bray
et al., 2006). They frequently form part of polygonal systems. If ice wedges disappear during
warming, the existing void may fill with detritus. Fossil or relict wedges are indicators of the presence
of permafrost during previous epochs (Eissmann, 1981; Murton, 2007). Finally, the ice may become
the nucleus of a mound, called pingo ice. Pingos are massive fresh-water ice bodies with a flat convex
morphology; they answer to particular hydrological and geothermic local conditions such as the
freezing of meteoric water, water-rich sediments, or artesian water intruded through the permafrost.
Permafrost depth is determined by the balance between increasing heat at depth due to the geothermal
gradient (1°C every 30-60 m) and heat loss at the surface. The basal limit of permafrost is the depth
where the temperature is 0°C as a result of the geothermal gradient (Brown, 1970). The active layer
forms near the surface; its base is at a depth where the maximum annual temperature is 0°C.
Temperature fluctuations that occur near the surface due to seasonal fluctuations attenuate at depth to
zero annual thermal oscillation; this occurs between 6 and 16 m (French, 1996). Permafrost is subject
to aggradation or increased extent of permafrost or degradation over time due to changes in soil
temperature (Williams, and Smith, 1989). Subtle climatic variations may affect permafrost at
temperatures near 0°C. In addition climatic changes that occur on the scale of decades or centuries
may significantly modify permafrost area and thickness. Most permafrost is relict; it was formed in
past Quaternary periods and is not in equilibrium with present climatic conditions. Abundant evidence
corroborates this assertion but perhaps the most convincing is the discovery of tissues of woolly
mammoths (Mamuthus primigenius) and other Pleistocene animals preserved in Siberian permafrost
(in Washburn, 1979; French, 2007). The presence of tissue shows that permafrost already existed
when the animals died; otherwise they would have decomposed.

Periglacial processes

Most morphogenetic processes operating in the periglacial domain are also active in other
morphoclimatic zones. However, processes related to freeze-thaw cycles reach their maximum
intensity in the periglacial environment. In addition, thawing on slopes promotes mass movements.
These processes predominate in cold regions along with surface runoff and eolian activity in cold
desert areas (King, 1976).

Frost action

Frost action is the term used for processes that result from freezing and thawing. In many situations,
multiple processes linked to frost action act jointly but in some cases they may be associated with
processes of a different origin. The study of freezing processes can be relatively complex because it
requires knowledge of the magnitude and duration of temperatures below 0°C. Furthermore, frost
action may affect materials that have different moisture contents and variable heat conductivities
(Williams and Smith, 1989). The understanding of frost-related processes requires knowledge of
freeze-thaw cycles at the ground surface throughout the year. Daily variations in these zones are due
to insolation changes. In some parts of the Andes more than 300 annual freeze-thaw cycles have been
recorded (Troll, 1944). An annual average of 80 freeze-thaw cycles has been recorded at the Ransol
meteorological station at an altitude of 1640 m in the Pyrenees in Andorra (Raso and Garcia Loureiro,
1998). At the University Hostel (2510 m) in the Sierra Nevada in the Betic Cordillera of Spain, 117
have been recorded in a year (Gomez Ortiz and Salvador Franch, 1997). Multiple processes are
associated with frost action; some of their most significant effects are analyzed below. Gelifraction
was discussed in Chapter 5 on Weathering.
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Frost heaving

Frost-induced expansion exerts pressures in all directions. The vertical and horizontal components of
the resulting displacements are called heaving and translation (Eakin, 1916). Heaving is more
significant than translation. By installing sticks and pins to different depths in the ground, researchers
have made field measurements of the magnitude of heaving. Maximum heaving occurs in areas with
high moisture content during the spring when the ground has a relatively higher proportion of water
from ice melting. Sticks driven into the ground may show different degrees of heaving or may even be
expelled. Heaving values of 1-5 cm/year are common although much larger values have been
measured (French, 1996). Heaving increases with depth to about 30 cm. It affects mainly the upper
part of the active layer; the lower part is passive with respect to frost action. Studies done in the Sierra
Nevada of Spain at an altitude of 3200 m indicate that the lower boundary of the horizon affected by
frost action is at a depth of 25-30 cm (Gomez Ortiz and Salvador Franch, 1997). The heaving of
rounded clasts around finer particles is common in periglacial areas; experiments indicate that larger
clasts move upward more rapidly than small ones (Corte, 1969; 1971). Planar particles tend to rotate
and rest on edge with the larger faces perpendicular to the cooling surface (Schunke, 1974), as shown
in laboratory studies (Kaplar, 1965). Clast lifting causes vertical sorting of soil particles; this is a very
common characteristic of periglacial accumulations. Researchers have explained frost heaving in two
ways. One hypothesis proposes that both stones and fine particles rise as the ground expands. During
thawing the fine grained material settles but ice remains beneath the clasts. Later the ice lens melts
and the hole resulting from the melting fills with fine particles (frost-pull hypothesis) (French, 2007).
This mechanism seems to be the most common. The second hypothesis applies to clasts located near
the surface. The water that flows around the clasts collects below them; as it freezes it pushes the
clasts upward. The clasts have a greater thermal conductivity than surrounding fine particles so the
base of the clast reaches the freezing point first. During thawing, the clast does not return to its initial
position because the frost translation component compresses the hole originally occupied by the clast;
fine material slides toward the position of the basal ice (frost-push hypothesis) (Bowley and
Burghardt, 1971). Another frost heaving mechanism is related to needle ice or pipkrake, which are
ice crystals that form near the surface and perpendicular to it. These crystals, which range in size from
a few millimeters to 40 cm, are common in alpine environments. As they grow, they lift clasts that
have collapsed during the thaw and in so doing sort the soil (French, 2007). Some features of
patterned ground in the French Alps are thought to be related to thawing and collapse of needle ice
(Pissart, 1977). Nubbins are oval or elongate ground bulges that measure centimeters in size. They
are thought to result from needle ice. Voids around clasts result from frost heaving and later settling
during thawing (Washburn, 1979).

Mass displacement

Mass displacement is movement of unconsolidated material as a result of frost action. Particle
movement has a predominantly vertical component although it may also be affected by horizontal
displacement. Scientists have suggested numerous mechanisms to explain these internal movements
but cryostatic pressure seems to be the main cause (Washburn, 1956). Cryostatic pressure increases
as freezing-induced pressures propagate to unfrozen parts of the ground located between the freezing
front and the top of the permafrost. The ground surface starts to freeze in autumn and the freezing
front advances downward during the winter. Because different parts of the ground have variable
moisture contents, the ground freezes irregularly, causing differential volumetric expansion. The
pressures transmitted to the unfrozen ground may liquefy it or generate dome-shaped bulges at the
ground surface. Laboratory experiments have demonstrated the high magnitude of cryostatic pressure
(Corte, 1969; Pissart, 1970). Researchers believe that cryostatic pressures are the primary genetic
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cause of cryoturbation or periglacial involution (Sharp, 1942b; Vanderberghe, 2007) although other
causes have also been suggested. These chaotic structures are reflected in cross section as disharmonic
folds, diapiric injections, and faults that form during freezing and thawing of the soil in seasonally
frozen zones. Involutions are also observed in other morphoclimatic zones, primarily arid, but the
mechanisms that cause differential soil expansion are obviously different in the periglacial
environment (French, 1996).

Ice cracking

As the temperature of frozen soils decreases, thermal contraction causes cracking. The soils behave as
rigid solids; fissures and cracks form in the ice as the temperature falls. The cracks commonly occur
as systems of polygons with four, five, or six sides (Lachenbruch, 1962). Researchers have classified
frost cracks into two main types. Cracks form in winter; in the spring, they fill with snow, percolating
water, groundwater, and water vapor. The upper part melts during the seasonal thaw whereas cracks
in permanently frozen snow are preserved. The cracking is repeated every year; as cracks fill and
freeze, they form an ice wedge (Lachenbruch, 1962; Yershov, 1998). Ice wedges have vertical
banding; the number of bands shows the age of the wedge. They are generally thousands of years old
(Yershov, 1998). Ice wedges are typical of humid environments; they require specific temperature
conditions for preservation and growth. In Alaska, the southern boundary of active ice wedges
corresponds to an average air temperature of 6°C to —8°C (Pewe, 1966). When they thaw, they fill
with detritus; preserved ice wedge casts are valuable paleoclimatic indicators (Murton, 2007). In dry
environments with less than 100 mm of precipitation, the lack of moisture makes it impossible for ice
to fill the wedges; under these circumstances they may fill with eolian sand from winter winds or
other detritus as in central Yakutia (Yershov, 1998). This is how sand wedges form (Pewe, 1959;
Jahn, 1975). Their paleoclimatic significance is similar to ice wedges because they are genetically
equivalent. In addition to ice cracks, other mechanisms are known to cause fissures in periglacial
areas. Desiccation cracking is a common process that forms small polygons. Evaporation causes
desiccation; in addition, experimental studies show that moisture loss in areas of ice formation also
causes desiccation (Washburn, 1973, 1979). Another mechanism is dilatation cracking caused by
differential expansion of surface materials. Heaving causes radial cracks and subsequent collapse after
thawing creates systems of concentric cracks such as those observed in pingo formation (Benedict,
1970; Jahn, 1975).

Ice sorting

Ice sorting is a complex mechanism of soil displacement and segregation by particle size. The
previously explained processes of clast heaving, needle ice action, and mass displacement all
contribute to particle sorting. Laboratory experiments show three types of sorting (Corte, 1966, 1969;
1971). The first is heaving, which causes larger particles to move upwards, creating horizontal levels
of different particle sizes. This is called vertical sorting. As the freezing front advances, the finest
particles move in parabolic trajectories away from the front, leaving coarser particles behind. This is
called lateral sorting. Finally, when domeshaped bulges form at the surface, coarser particles move
by gravity toward the margins of the dome, leaving the finer material at the center. This mechanical
sorting can also be observed in polygons where the clasts located in the center of the bulged cell
move toward cracks and fill them. Experimental studies show that sorting increases with increased
moisture and when freezing is slow.

Chemical weathering
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In periglacial environments, frost-shattered clasts commonly accumulate on surfaces of variable slope
gradients; this shows that gelifraction is the primary weathering process. Although this process
generates primarily large clasts, it can also produce clay-size particles as has been demonstrated in
experiments conducted in climate chambers (Guillien and Lautridou, 1970). Because water is in the
solid state except during thawing stages, chemical weathering is generally limited (Hall et a/., 2002).
In addition, chemical reaction rates slow down at low temperatures. However, rounded blocks of
diabase and sandstones that show exfoliation due to hydration and oxidation processes have been
observed in some areas (Czeppe, 1964). In some cases authors interpret chemical weathering features
as indicators of past non-periglacial conditions. In Mediterranean mountain environments, as in the
Sierra Nevada of Spain, chemical weathering of mica-schist during the warm season is thought to be
significant in silt production (A. Gomez Ortiz, pers. comm.). In coastal environments, wind-
transported seawater spray often leaves a sodium-rich saline efflorescence on rocks. Snowmelt helps
the saline water percolate into the rock; later precipitation of dissolved ions may fracture the rocks
and cause them to disintegrate. This salt weathering process (haloclasty) is attributed to the formation
of honeycomb and tafoni weathering along with wind action that helps transport the particles
generated by the breakup of the rock (Washburn, 1969; Selby, 1972; French and Guglielmin, 2002).
Even so, the activity and intensity of chemical weathering in these periglacial areas is not well
understood because not much research has been done in this field. Surprising results were obtained
from a nine-year study of an area of mica-schist and amphibolite in northern Sweden (Rapp, 1986).
This experiment showed that 48% of the weathering products were removed by dissolution in runoff.
Other research shows very low values for this type of transport. Carbonate rock solubility increases
with increased carbon dioxide content in water; it reaches maximum solubility in water at 0°C. For
this reason, periglacial environmental conditions favor the dissolution of carbonate rock. However,
solution rates are lower than in warm areas due to sparse biotic activity, which is generally the main
source of CO2 (Birot, 1960). Karkebagge conducted field experiments in which he installed limestone
and granite disks in the soil; at the end of five years the limestone disks had weathered much more
than the granite (Thorn et al., 2002). Ice and snow supply water during the thaw; carbonate
dissolution creates karren and doline fields and widens discontinuity planes. Water penetrates into the
bottom of the massif and forms shafts and cavities, especially in alpine areas. In areas of continuous
permafrost, meltwater cannot penetrate the permafrost so it flows on the surface. Small cavities can
form in discontinuous permafrost; they do not exceed 300 m long and stalactites and stalagmites may
also form in them (Sweeting, 1972).

Mass movement

Mass movement is defined as the movement of detrital material downslope under the influence of
gravity. These processes are significant in periglacial environments because the high water content of
the active layer reduces friction and soil cohesion. Permafrost is impermeable and the top of the
permafrost behaves like a water-lubricated plane to facilitate the movement of the overlying active
layer (French, 1996). Different mass movement processes have different intensities due to climatic,
topographic, and lithologic characteristics. In steep areas of glacial origin, marine cliffs, and fluvial
scarps, water penetrates into cracks in the rocks; as it freezes it expands and can cause sporadic
rockfalls. These occur primarily during the thaw and are exacerbated by basal undermining (Harris,
2007). The result is a gelifract-covered slope at the foot of a rocky cliff. Scarp retreat rates calculated
by different methods show values of 0.3 to 0.6 mm/ year (Andre, 1993), well below those recorded in
temperate and semiarid areas. Solifluction is one of the most common processes in periglacial areas.
This type of movement can occur under a variety of climatic conditions; it is called gelifluction in
periglacial regions (Baulig, 1957). Frost creep is a related process that results from soil displacement
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as it dilates perpendicularly into the ground during freezing and settles during thawing (Washburn,
1967).

Nival processes

Nival activity refers to rapid snow movements called avalanches and to slower movements related to
static snow deposits; these processes are called nivation. Avalanches are rapid downslope movements
of snow that commonly occur in mountains within temperate zones but rarely in polar regions. They
occur on slopes with gradients from 15 to 50°; they do not commonly occur on steeper slopes because
the higher gradient prevents a thick accumulation of snow cover. They can travel at velocities greater
than 100 km/hr. Several criteria are used to classify avalanches (Lopez Martinez, 1988). An avalanche
can be composed of dry or wet snow, may transport snow or snow and detritus, can slide over the
ground, or can move through the air. Some avalanches are contained within a channel while others are
not confined at all. Several factors cause the snow cover to be unstable (Embleton, 1979b).
Avalanches are especially common after heavy snow falls that overload previously deposited snow.
The presence of frozen ice layers covered by new precipitation creates structurally weak planes that
can trigger avalanches. In addition, the percolation of snow meltwater can generate avalanches. Two
fundamental types of avalanches can be distinguished (Furdada, 1996). Powder avalanches are an
unformed mass with a very limited geomorphic effect although they can destroy trees and houses in
their trajectories. Slab avalanches are rigid bodies of cohesive snow that move on a sliding surface
controlled by an old snow layer (surficial avalanche) or by the snow-ground interface (fulldepth
avalanche). Full-depth slab avalanches generally incorporate detrital material; they can have
significant erosional effects. Avalanches are especially common during the thaw period and in winter
(Owens, 2004). Movements of water-saturated snow masses or slush avalanches that flow down
fluvial valleys in Arctic areas during the spring should also considered avalanches. They can transport
blocks that weight up to 100 tons down slopes that have a 5° gradient (Hestners, 1985). Avalanches
are highly variable in space and time. They are rare in some zones but occur regularly in others.
Sometimes avalanches re-use previous avalanche routes; these are valuable indicators to use in
avalanche risk cartography. As previously stated, whereas the geomorphic activity of powder
avalanches is limited, full-depth avalanches can do significant erosion. Many talus slopes and detritus
cones are partially produced by avalanches. Avalanches remove and transport loose particles; they
erode as they move and deepen the channels they travel (Keylock, 1997). Nivation, first defined by
Matthes (1900), designates a group of processes including gelifraction, gelifluction, frost creep, and
runoff from snowmelt (Thorn and Hall, 2002). Water from thawing can freeze again where permafrost
is present beneath the snow. In unfrozen soils, a snow thickness of more than a meter has a
temperature near the freezing point and the snow layer protects the ground from freezethaw cycles
(Embleton and King, 1975b). Thin snow cover promotes gelifraction. Along the eastern slopes of
Penalara (Sierra of Guadarrama, Spain) nivation is effective only on outcrops of moraines or the
weathering layer. The western slope shows no signs of nivation activity except where catastrophic
mass movements have altered the slope profiles (Palacios et al., 2003). Nivation is more active in
subarctic and alpine environments; the most notable geomorphic feature is nivation niches (Thorn,
1988a).

Fluvial activity

Fluvial activity in periglacial environments has not been studied extensively. Fluvial activity was
traditionally considered irrelevant because soils are frozen for a significant part of the year. Periglacial
area rivers do not have an allogenic supply; therefore they have flowing water only during the thaw
period. For this reason researchers thought that runoff played a minor role in landform development
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(French, 1996). Rivers in periglacial areas are supplied by snow and melted ice, rain, groundwater, a
small quantity of frozen soil, and extraperiglacial runoff. Most rivers are strongly affected by
snowmelt; their seasonal flow pattern has been described as a nival regime that consists of a high flow
period sustained by meltwater with prominent diurnal runoff (Vandenberghe and Woo, 2002). Snow
that falls in winter (Birot, 1960) thaws over a period of two to three weeks in the spring. Snowmelt
causes floods whose hydrographs show a steep rising limb and an acute flood peak followed by a
prolonged falling limb that lasts two or three months (Arnborg et al., 1967). During the summer, most
recharge comes from fields of permanent snow or glaciers. In arid zones, rainstorms may occur during
the summer. Although annual precipitation is small, runoff is concentrated over a few days; it is
estimated that between 30 and 90% of the annual runoff occurs within two or three weeks of
snowmelt flooding (Clark, 1988). Runoff finally ends at the onset of winter when a new ice stage
begins. In periglacial environments, sediment transport is generally low; it may consist partially of
glacial sediments. Bedload, which usually predominates, may account for 90 percent of the sediment
load, dissolved load is negligible (<1%), and suspended load ranges from 5 to 25 percent (Church,
1972). Various methods have been used to estimate transported volumes in different drainage basins;
values of surface lowering are between 0.03 and 0.5 mm/year (Arnborg et al., 1967). Beyrich et al.,
(2003) reach similar conclusions. Fluvial channels are predominantly braided because of their high
bedload; channels are unstable and contain highly mobile bars that may be inundated during high-
stage periods. River water causes thermal erosion; it helps thaw frozen riverbanks and undercuts the
banks, leading to collapse. This continuous thermal erosion widens the bed and creates U-shaped
channels (French, 1996). In addition, large rivers can create a talik under their bed and incise into it.
Large rivers that cross periglacial regions are the MacKenzie in Canada and the Obi, Yenisei, and
Lena in Siberia. Costard and Gautier (2007) summarize the hydrology and morphology of the Lena
River. The Lena is 4,300 km long and has more than 500 tributaries with a total length of 60,000 km.
The surface area of its drainage basin is 2.49 x 1016 km2. It discharges 525 km3 of water into the
Arctic Ocean every year; it carries between 12 and 17 million tons of suspended load and 49 million
tons of dissolved load. At its mouth a large delta has formed; it has a surface area of 30,000 km2 and
supports abundant fauna and flora. Costard and Gautier (2007) collected this data from various
Russian authors. The Lena River flows almost north-south and consequently crosses various
latitudinal zones inhabited by a wide variety of flora and fauna. Boreal forest (taiga) covers 83% of
the basin and 20° of the latitude. Near the Arctic Circle the landscape is arctic tundra. The Lena River
crosses Yakutia where the Earth’s lowest temperatures (—72°C) and maximum permafrost thickness
(1500 m) have been recorded. Most of central Yakutia is not covered by snow because precipitation is
sparse; the lack of snow has helped form and preserve continuous and discontinuous permafrost. The
permafrost along the floodplain of the Lena River contains a large quantity of massive ice and ice
wedges. Fluvial thermokarst is present as collapsed pingos and alases (Soloviev, 1973). Alases form
as flat bottom landforms and depressions with steep slopes as massive ice layers melt. They may
coalescence to produce mature alas valleys. The bottom of an alas has a chaotic topography of
collapsed masses and temporary sag ponds. Alases range between 100 m and 15 km in length but are
normally about 1 km long. Thermokarst is located primarily on the Pleistocene plains of central
Yakutia (Czudek and Demek, 1970b). As a result, alases cover 40—50% of the plains of central
Yakutia. At the mouth of the Lena River the subaerial delta covers about an area of about 28,500 km2
that remains frozen about six months of the year. Its tundra has various types of patterned ground and
thermokarst alases. The fluvial system is composed of anastomosing rivers with multiple channels
separated by permanent alluvial islands (Knighton and Nanson, 1993). As a result, the sediment load,
which is primarily sandy, does not move large distances; instead, it accumulates in wide bars, long
islands, and anastomosing branches (Gautier and Costard, 2000). The headlands of the islands
undergo significant erosion, with average values of 12 m/year and maximum values reaching 20 m.
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The Lena River is of interest because of its spectacular floods, which are controlled by periglacial
dynamics. Yang et al. (2002) show that maximum floods are recorded in May in association with
positive thermal anomalies. As flooding begins, the river transports large quantities of ice and floating
trunks that create local dams. The dams cause the water level to rise, which rapidly floods the
floodplain and sometimes even the first flood terrace. In May 2001, the region experienced its worst
flood in 100 years, which affected hundreds of thousands of people. In many places, it was necessary
to use explosives to destroy the dams. This event was caused by a combination of a severe winter and
an abnormally warm spring (Yang et al., 2002). According to Yang et al. (2002), the average
temperature in the Lena River basin has increased 1.3°C since 1930. This temperature rise increases
the thickness of the active permafrost layer and the extent and subsidence of thermokarst depressions
(Pavlov, 1994; Serreze et al., 2002). Climate change is undoubtedly affecting the behavior of the river
in a substantial way. In a study of six large Eurasian rivers near the Arctic, Peterson et al. (2002)
calculated an annual increase in water volume of 2 = 0.7 km3, an increase of approximately 7%.
Wind action

In Arctic and Antarctic regions where extreme cold and arid conditions prevent vegetation growth,
wind can be an important erosional agent because there are few obstacles to impede it (Yershov,
1998). During the Pleistocene, significant transport and deposition of eolian particles occurred over
broad areas of Eurasia and the central United States (Embleton and King, 1975a, b). Silt constitutes an
extensive deposit in central Europe but it is patchy in Great Britain. Three phases of eolian sand
deposition have been documented in the period between the Last Glacial Maximum and the beginning
of the Holocene but they do not strictly coincide with stadial or glacial conditions. Aridity, sparse
vegetation cover, and delayed responses of eolian activity to climate change determine the timing of
colian phases (Kasse, 2002). In addition, the wind redistributes snow during the winter. In the
summer, snow melts more rapidly on sun-facing slopes. These changes in snow cover are important in
nivation processes and the creation of landforms such as asymmetric valleys and oriented lakes, which
will be discussed below. In cold polar regions wind action predominates in summer, causing the
deflation of fine particles from the land surface and creating periglacial pavements on alluvial plains
and till piles. Eolian abrasion creates ventifacts (Pissart, 1966b; French, 2007). Overexcavation in
some places causes deflation blowouts (Seppala, 2004). During transport, successive impacts create
ventifacts or faceted clasts, yardangs in rocky outcrops (elongate mushroom forms), microyardangs in
unconsolidated sediments (knife-shaped and aligned features), and tafoni near the base (French,
1996). High latitude dunes supply glacial and fluvioglacial accumulations. They are common in North
America, Europe, Asia, Tibet, Argentina, and in areas of Antarctica that lack ice. Several small dune
fields have been found in unfrozen areas of Antarctica. In their study of Victoria Valley (Antarctica),
Bourke et al. (2009) calculated dune field movements at 1.5 m/year. The combined action of eolian
transport and deposition of snow and mineral particles creates nivo-colian deposits (Pissart, 1966b;
Koster and Dijkmans, 1988). As in ice masses, differential melting produces topographies of small
mounds and depressions that disappear from one year the next. The most outstanding deposit formed
by particle accumulation in sand dunes and particularly as silt layers is called loess (Pewe, 1955 and
1959). Loess is transported by dust clouds that deposit sediments far from the source. It is a massive
very well sorted deposit; 50 to 60 percent of the particles range from 0.01 to 0.05 mm (silt) in size and
the rest are sand and clay size (Muhs, 2007). Loess is gray in color; as it weathers it becomes
brownish-gray. It contains ice wedge structures, solifluction, and cryoturbation casts. During the
Pleistocene, extensive accumulations of loess were deposited on the southern margins of the North
American and Eura- sian ice sheets; the study of these accumulations has been of great paleoclimatic
importance (Muhs and Bettis, 2003; Muhs, 2007). However, not all loess is periglacial; much of it
originates in tropical desert environments. The dominant wind and atmospheric conditions (isobars) of
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past periods can be inferred from paleocurrents obtained from internal structures of old eolian
deposits (Poser, 1950).

Periglacial landforms

The previously described periglacial processes are responsible for a variety of periglacial landforms
that commonly form in two principal environments (1) high latitudes and (2) medium and low
latitudes. They are most extensive at high latitudes with seasonal climatic contrasts whereas climatic
variations are primarily daily fluctuations in mountainous areas of medium and low latitudes such as
the Andean cordilleras, the Himalaya, and mountains of equatorial Africa. Differences in climatic
conditions play an important role in most processes that generate periglacial landforms (King, 1976).
Variations in climatic belts during the Pleistocene changed the distribution of periglacial
environments. It is important to differentiate between relict and active periglacial

Patterned ground

Patterned ground consists of small-scale landforms of circular, polygonal, and banded geometries;
they attracted the attention of early explorers in periglacial areas to the detriment of other more
widespread morphologies (French, 1996). Patterned ground, however, is not specific to periglacial
areas; similar forms occur in other environments (Hallet, 1990; Ahnert, 1994), especially in hot
deserts (Hunt and Washburn, 1966). Thus we have a problem of morphological convergence or
equifinality; different processes generate the same morphologies in response to variations of soil
moisture. This is important to keep in mind when making environmental interpretations of relict
forms. In the semidesert environment of the Ebro Depression and near Zaragoza (about 200—300 m of
elevation), several investigators (Johnson, 1960; Brosche, 1971, 1972) interpreted various structures
in terrace deposits as ice wedges and cryoturbation although these forms in fact result from the
dissolution of underlying gypsum and swelling of clay-rich formations among other processes
(Zuidam, 1976). The only morphologies specific to the periglacial environment are those caused by
thermal cracking of frozen ground because these forms provide evidence of permafrost or intense
cold. Periglacial patterned ground forms in the active layer; Washburn’s classical morphologic
systematization (1956) classifies patterned ground into circles, polygons, nets, steps, and stripes. The
classification describes the presence or absence of particle sorting for each type. Circles, polygons,
and networks develop primarily on horizontal surfaces. These cells tend to occur on slopes with
gradients between 2 to 7° and they elongate to form stripes (Sharpe, 1938; Budel, 1960). Circles
range in diameter from 0.5 to 3 m. Circles that lack sorting bulge and their vegetation-free center is
cracked. Circles usually have a high content of fine material; cross sections show structures that
indicate uplift of the central areas. Sorted circles have a rim of stones that surrounds an inner part
composed of fine-grained material. The planar stones tend to rest on edge with their large faces
oriented vertically (Furrer, 1968). Both sorted and unsorted circles may occur in isolation or grouped.
Holness (2003) claims that circle formation is due to differential frozen uplift associated with
convection cells. The most important processes involved in circle formation are differential frost
heaving, mass displacement, and frost sorting (Jahn, 1975). Polygons with diameters less than one
meter and those larger than one meter are classified separately because they may have different
origins (Washburn, 1979). Small unsorted polygons may be as small as 5 cm in diameter whereas the
large ones can exceed 100 m. They form in soils with variable sized particles where vegetation tends
to concentrate along the margins and emphasize the polygonal pattern. Some polygons have ice
wedges along their margins. These are domed cells during the growth stage and depressions with
ponds during the recession stage (Jahn, 1972). The margins exhibit the opposite behavior. Some
polygons may host small pingos and smaller polygonal forms inside the principal cell. In sorted
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polygons the margins are formed of stones that surround a cell of finer material. The minimum size of
the smaller features is 10 cm and the maximum size of the large polygons does not exceed 10 m.
Clasts decrease in size with depth and/or narrow downward or they may gradually enlarge and merge
with a continuous layer of clasts (Jahn, 1975). Cracking is fundamental to polygon formation. Large
polygons seem to be produced by frost cracking whereas the smaller forms result from desiccation or
dilation cracking (Washburn, 1979). Nets are intermediate forms between polygons and circles; they
can be sorted or unsorted. Hummocks are included in this group. These are mound-like forms
covered by vegetation; their maximum diameters are 1-2 m and they are about 50 cm high. Their
internal structure shows cryoturbation. They occur above the tree line in areas of low slope; their
origin appears to be related to mass displacement (Schunke and Zoltai, 1988) or cryoturbation
(Ballantyne, 2007) although other types of origins have been proposed. Steps are another type of
patterned ground; steps form benches on slopes that dip 3—20°. The margins of unsorted steps are
vegetated whereas the borders of sorted steps are composed of imbricated clasts (Sharp, 1942a).
Unsorted steps may be derived from hummocks and the sorted variety may evolve from circles and
sorted polygons (Washburn, 1979). Their origin may be related to differential mass movement. Bands
or striated soils are a set of strips oriented parallel to the steepest slope gradient. Unsorted stripes
consist of parallel lines of vegetation-covered ground and intervening strips of relatively bare ground.
Sorted stripes are parallel lines of stones and intervening strips of fine material with the latter often
several times wider than the coarser lines. Stripes are generally straight and may reach 120 m in
length (Washburn, 1969). The clasts are usually on edge with the major axis parallel to the stripes.
Clast size generally decreases with depth and the sorting penetrates a meter at most. On slopes with
gradients greater than 2° sorted polygons grade progressively into sorted stripes (Collard, 1973)
because mass movements seal the sides perpendicular to the slope gradient (Furrer, 1968). Attempts
have been made to explain the origin of patterned ground in periglacial environments but it is still not
well understood. Patterned ground is undoubtedly polygenic; similar forms may result from different
processes. In addition, certain processes may generate different landforms (Washburn, 1979).

Ice-cored mounds

Ice-cored mounds are small hills produced by frost action. Most of them are generated as new
permafrost forms in nonfrozen floodplain areas and limnic basins (Yershov, 1998). Researchers have
proposed so many terms to classify them that significant terminological confusion has resulted. These
mounds can be perennial like palsas and pingos or seasonal, such as hydrolaccoliths or blisters. The
latter, which are 1-8 m tall and 3—-50 cm in diameter, have not been studied extensively because of
their ephemeral nature and formation in winter under snow cover. They form as groundwater freezes
on top of permafrost (Pollard, 1988).

Palsas

Palsas are small hills that form in swampy areas and discontinuous or sporadic permafrost areas
(Zoltai, 1971). They are present today in areas with a mean annual temperature below 0°C such as
Canada, Iceland, Sweden and alpine regions (Kershaw and Gill, 1979). Palsas occur in isolation or in
groups. They are distinguished on the basis of their morphology: dome-shaped, ribbon-shaped, and
platform. The dome shapes are between 0.5 and 7 m high, 10-30 m wide, and 15-150 m long. Large
size palsas tend to be considerably less conical than smaller ones. Ribbon-shaped palsas are lower in
height; they may be parallel or perpendicular to contour lines and can extend several hundred meters
in length. Platform palsas rise 1 to 1.5 m above the surrounding bog and may cover several square
kilometers. They are related to differential thawing. Finally, palsa complexes are composed of several
types of palsas at different growth stages; they contain numerous closed depressions created by
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thawing (Seppala, 1988). Some authors use the term string bogs to designate a group of different
types of palsas. The surface of a palsa is cracked due to dilation and desiccation (Embleton and King,
1975b). Palsas are classified into two types on the basis of their internal structure. Palsas with a peat
nucleus have a surface layer of dry peat that thaws in summer. Between 80 to 90% of the interior is
composed of small ice crystals and lenses of segregated ice 5-10 mm in thickness that thickens to 5—
10 cm toward the bottom. The base is usually composed of silt-sized mineral particles. Palsas with a
silt nucleus or lithalsas (Pissart, 2000, 2002) have a surface layer of peat and a nucleus of silt and clay
with lenses and veins of ice arranged in a horizontal and vertical reticular fashion (Seppala, 1988).
Palsas form as a result of different heat conductivities of dry and saturated frozen peat; the heat
conductivity of saturated and frozen peat is about twenty times higher than dry peat (Washburn,
1979). As the peat gets wet in winter, its thermal conductivity increases and it penetrates deep into the
ice, forming segregated ice and dome-shaped bulges as a result of cryostatic pressures. The outer peat
layer dries up in summer and has low heat conductivity; it acts as an insulator that prevents the inner
part of the palsa from thawing. Palsas may disintegrate gradually from their margins inward because
of rising temperatures; they may turn into small shallow sag ponds where a new generation of peat
can begin (Friedman ef al., 1971). Seasonal palsas linked to ooze have been reported in the Paramera
of Avila Province (Central Spain) at an elevation of 1200 m (Molina and Pellitero, 1982). Although
most palsas in Scandinavian countries formed 1000-3000 years ago, absolute dating indicates that
some of them formed recently (Seppala, 1988).

Pingos

Pingo is the Eskimo word for mound. These structures are also called hydrolaccoliths; in Siberia they
are called bulgunniaks. Pingos are conical shaped mounds that have an ice nucleus and that generally
stand up above extensive plains. Submarine pingos were recently discovered on continental shelf.
Scientists do not know if they grew under the sea or if they formed on land and were later invaded by
marine waters. The highest documented pingo on land and above sea level is the 48 m high Ibyuk
pingo, located near the MacKenzie Delta (Canada). Most pingos range in diameter from 30 to 600 m;
their diameter is inversely related to their height. Some are more than a kilometer long and have a
maximum height of 9 m. Because they maintain a constant diameter as they grow, their slope gradient
increases but never exceeds 45° (Pissart, 1988). Two types of cracks occur at the surface. Dilatation
radial cracks converge at the top; they result from the upward push of the ice core as it grows
(Washburn, 1979). The opening of the cracks may lead to partial thawing of the underlying ice,
leading to a craterlike subsidence depression at the center. Concentric cracks, which are not as
conspicuous as radial cracks, result from thawing of the ice core during the negative growth stage of
the pingo (Muller, 1959). Unlike palsas, pingos have a massive ice core that penetrates several meters
below the ground surface (Tricart, 1967; Lundquist, 1969). The cover material is usually loose
sediment such as gravel, sand, and silt but pingos with sandstone and shale covers have also been
observed. The cover layer may reach a thickness of 14 m. Their growth rate ranges from very low to
1.5 m/year (Mackay, 1973). All known pingos are younger than 10,000 years; some of them are only
a few hundred years old. As temperatures rise, pingos can gradually disintegrate and become thaw
lakes. Two origins of pingo formation have been proposed. The so-called closed-system or
hydrostatic origin suggests that pingos of the MacKenzie Delta (Canada) and Central Yakutia
(Siberia) developed in areas of thick continuous permafrost (Mackay, 1979). They form in relation to
lacustrine depressions. As permafrost develops, entrapped water freezes in the lake and creates a
massive ice core through downward percolation and aggradation. The volume increase generates
cryostatic pressure that domes the lake sediments and may even cause water to be extruded towards
the surface. If water reaches the surface, it may form an aufeis; if it contains gas it may cause an
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explosion. Water does not generally reach the surface; instead it freezes and forms a massive ice core
(Mackay, 1979).

The cryostatic origin of the MacKenzie Delta pingos is supported by the fact that 98% of the 1380
mapped pingos are located at the edge of or inside contemporaneous or old lakes (Stager, 1956). A
number of open-system or hydraulic pingos are located in areas of relatively thin permafrost in
Alaska and Greenland (Mackay, 1979). They form as a result of a pressure gradient due to height
differences (Holmes et al., 1968); for this reason, pingos often form in topographic lows such as
valley bottoms or distal sectors of low angle slopes (Muller, 1959).

Slope morphology and evolution

Slopes in periglacial environments have a wide range of morphologies because they develop under
varying conditions of temperature, moisture, lithology, and vegetation cover. Multiple processes may
be involved in their origin such as congelifraction (frost shattering), mass movement, runoff, or
nivation. These processes may operate together or separately with variable intensity. Many of the
resulting forms are not specific to periglacial regions; they also form in other morphoclimatic zones
(French, 2007). In addition, some periglacial slope morphologies formed in the past (relict forms) and
may not be in equilibrium with current conditions.

Gelifluction slopes

Differential movement and downslope displacement of colluvial deposits due to frost creep and
gelifluction create landforms that can be distinguished on the basis of their geometry (Washburn,
1979). Gelifluction sheets have a broad lateral extent and a festooned lower edge. They form on
slopes with gradients greater than 1 to 3°. Gelifluction benches are characterized by a terrace shape;
their long dimension tends to run parallel to topographic contours. Gelifluction lobes have a tongue-
shaped morphology and widths of 30—50 m; in combination with benches they may have gradients of
20-25°. The center of the lobe moves faster than the margins (Harris, 1981; Matsuoka, 2008).
Gelifluction deposits that elongate considerably in the direction of maximum slope are called
gelifluction streams. In summer these masses may slide (as debris flows) over glacial ice at the
surface, which is at the melting point; this promotes basal sliding. All these landforms develop easily
on slopes with sparse vegetation and on sun-facing slopes where high solar radiation promotes
thawing. Gelifluction deposits are usually heterometric; some have rough stratification. Clasts in these
deposits are commonly angular and are oriented with their major axis parallel to the direction of
movement (Cailleux and Tricart, 1956). These characteristics may also be present in deposits caused
by gelifluction in other morphoclimatic regions but those that form in periglacial conditions are more
angular and are not affected by chemical weathering.

Cryoplanation terraces and cryopediments

Cryoplanation terraces and cryopediments are low-angle planated surfaces that form in periglacial
regions; they have been given multiple descriptive and genetic names in the geomorphic literature.
They are intimately related to the periglacial cycle (Peltier, 1950; Birot, 1960). Cryoplanation
terraces form in the middle and upper parts of hillslopes and mountains up to elevations of 3,000 m.
They have a terraced profile and outcrops of bedrock and tors (rocky residual relief) (Czudek, 1964).
These terraces form on slopes with gradients lower than 25° and at the foot of small scarps. Widening
of the highest terrace may eventually form a planation surface at the summit. Terrace widths range
from 5 m to more than a kilometer and their lengths range from 30 m to more than 10 km. The
gradient ranges from 1 to 14° and the scarp height may reach 50 m. The contact between the scarp and
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terrace is sharp and usually has an accumulation of snow. Gelifluction deposits up to 3 m thick may
cover the terraces (Priesnitz, 1988). Initially, terraces may be structurally controlled although their
formation is linked to nivation processes involving material supplied by congelifraction and snowmelt
water and mobilization by gelifluction and pellicular runoff. These nivation processes cause scarp
retreat, widen the terrace, and increase snow retention capacity (Demek, 1969). Excellent examples of
cryoplanation terraces have been documented in the Sierra Nevada (Betic Cordillera, Spain), in the
Pyrenees (Gomez Ortiz, 1996), and in Hardanger (Norway). Cryopediments are slightly dipping
erosional surfaces that form at the foot of slopes in valley margins. Generally, only one level is
present although in some cases several stepped levels may form. They are larger than altiplanation or
cryoplanation terraces; they can extend to several tens of kilometers. Cryopediment slopes range from
1 to 12° and have a straight or slightly concave longitudinal profile. A thin veneer (<2 m) of detrital
material often covers them; bedrock may crop out locally. Gelifluction landforms are common in the
proximal sectors of cryopediments and patterned ground commonly occurs in distal areas (Priesnitz,
1988). Cryopediments form as a result of frost action in the source area where gelifluction and runoff
mobilize detritus; this also occurs on cryoplanation terraces. The latter process is more active in
cryopediments and as a result, particles are transported longer distances. In distal sectors, runoff is
diffuse and particles are transported in shallow braided fluvial channels. Continuous particle
production and transport cause slopes to retreat slowly and cryopediments to enlarge (Czudek and
Demek, 1970a). Cryopediments have an obvious morphological resemblance to hot desert pediments
although their origin is different (Demek, 1969).

Talus slopes and debris cones

Talus slopes and cones are accumulations of angular clasts on slopes. Although talus is common in
periglacial environments and especially in alpine areas, it also occurs in other morphoclimatic zones
such as deserts. Talus slopes or scree are wedge-shaped heaps of fragmented rock that cover the
middle and distal part of the slope; clasts come from higher cliff arcas composed of resistant rocks
(Luckman, 2007). The thickness of talus slopes ranges from very thin to 30 m (Brunner and
Scheidegger, 1974). Talus slopes commonly have a concave longitudinal profile with a higher
gradient at the top. The talus slope reflects the angle of repose of the coarser particles, which ranges
from 25 to 40° (French, 1996). If the scree slope is long, clast sorting may occur; the smaller clasts are
at the top and the larger ones below, as a result of their greater kinetic energy (Washburn, 1979;
Church et al., 1979). The long axis of elongate clasts is usually parallel to the slope gradient. Multiple
processes can fragment rock at the rock scarp near the top of the slope although congelifraction is the
dominant process in periglacial regions. The continuous supply of frost-shattered clasts causes rock
scarp retreat; this process is largely controlled by rock type and structure. Retreat rates of about one
mm/year have been measured in Laponia and Spitzbergen (Rapp, 1957) and one to three mm/ year in
Great Britain (Ballantyne and Kirkbride, 1987). Clasts move along the channel by rolling, creep, and
occasionally by sliding. Movement is usually restricted to the upper half meter of the channel;
velocity is highly variable, ranging from 1 to 500 cm/year (Washburn, 1979). When rock fragments
from congelifraction concentrate in a channel, they incise bedrock as they move; these channels may
become preferential pathways for rock and snow avalanches. Rock fragments deposited at the foot of
these channels create debris cones, which are similar to talus slopes although they have convex
profiles and usually an obvious basal concavity (Luckman, 2007). Adjacent cones may coalesce and
develop morphologies similar to talus slopes.

Block fields, block slopes and block streams
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These occur on top of or at the foot of hard rocks of various lithologies that have bedding or joint
planes spaced decimeters apart. Weathering, which is primarily congelifraction in periglacial
environments, acts on these rocky masses and generates block-size clasts that measure decimeters or
meters in addition to smaller size particles. These block accumulations may be covered by vegetation;
in this case interstitial fill is present within the block framework. When fine particles at the surface are
removed by water, the deposit develops an open texture in which the blocks support each other.
Depending on their topographic position, these accumulations may be called block fields or plains,
block slopes, or block streams, which are located in valley bottoms or in previously existing incisions
on slopes (Washburn, 1979). Most of the forms described in the literature are relict (Wilson, 2007).
All these morphologies occur in elevated areas at high and alpine latitudes. Block fields are extensive
accumulations of angular clasts located on plateaus or summits at high or medium latitudes (Rea,
2007) where more than half the surface is covered with blocks and smaller size particles. Block fields
develop on horizontal or low gradient surfaces; an inclination of <10° is the limit between block fields
and block slopes (Rea ef al., 1996). They show evidence of intense gelifraction activity (Smith, 1953;
Dahl, 1966). Numerous block fields are present in the northwestern Iberian Peninsula (Valcarcel and
Perez Alberti, 2002; Garcia de Celis, 2002). Block slopes are relatively common accumulations; they
occur at the foot of scarps of resistant rocks where frost weathering liberates gelifracts that move
downslope. The long axes of clasts are generally oriented in the direction of maximum slope; the
deposit is sorted with larger clasts at the surface and finer ones at depth (Gutierrez and Pena, 1977,
Boelhouwers, 1999). A high percentage of fine particles can be seen in distal parts of the slope; clast
size decreases progressively from top to bottom. Differential movement of the accumulation causes
lobular and benchlike shapes in the middle and lower parts of the slope (Gutierrez and Pena, 1977).
Block streams, which are made up of large gelifracts, occupy slope gullies or the bottom of principal
valleys. The latter are much less common than the former; they are supplied by blocks from the slopes
and they end up forming block streams. A spectacular example of a block stream is in the Paleozoic
Tremedal massif in the central-eastern sector of the Iberian Cordillera (Gutierrez and Pena, 1977)
where most main and slope valleys contain block streams. The maximum dimensions of block streams
are 2.6 km long and 0.25 km wide. Their thickness is difficult to estimate because the bedrock is not
visible although thicknesses of about 4 m have been measured. The longitudinal slopes of principal
valleys vary widely even within the same valley. There may be transverse steps several meters tall,
possibly of structural origin. On the block surface small closed depressions about a meter in diameter
result from the illuviation of underlying fine material and subsequent settling. Beneath the open-
texture surface blocks, a heterometric matrix fills in between the blocks. The absence of fines at the
surface is attributed to runoff washing away this material, possibly as a result of snow melt
(Andersson, 1906; Smith and Smith, 1945; Smith, 1953; Potter and Moss, 1968). This lack of fine
material prevents plant growth. No fabric type has observed in the Tremedal block streams, unlike
other areas where researchers have observed lobe shapes in the block arrangement and high dips of
the long axes in the cross-slope direction (Potter and Moss, 1968; Caine, 1972). Movement in the
Tremedal must have been minor because none of the block streams in the principal valleys has
reached the lower part of the massif. If this had reached the lower part, they would have generated
block pediments or fans of blocks. Today, water circulates under the block accumu- lations and flows
out at the foot of the transverse steps. Lichens cover the blocks, which indicates lack of movement.
Harris et al. (2001) calculated velocities of 0.6 to 2.1 m/year in field experiments in block streams in
the Qinghai Province of China. The processes involved in the generation of these morphologies are
congelifraction, ice creep, and gelifluction, sorting by ice and by movement of fine particles to the
base of the deposit, and mechanical illuviation of the interstitial matrix (Washburn, 1979). Even so,
the origin of the Tom Mays Canyon (Texas) block stream studied by Degenhardt et al. (2007) has
been interpreted as a rock avalanche.
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Rock glaciers

Rock glaciers are outstanding features of alpine periglacial areas. They are tongue- or lobe-shaped
masses of angular clasts; they have ice in the interior and they move downslope (Barsch, 1996; Kaab,
2007). The ice cements the detritus or is an ice nucleus covered by rock fragments (Potter, 1972); it
creates a surface depression as it melts. This feature has caused problems in classifying rock glaciers
as glacial or periglacial forms (Tricart and Cailleux, 1962). Today, researchers agree that glaciers with
an ice nucleus are part of the glacial system and those with interstitial ice are typical periglacial
morphologies characteristic of permafrost environments. In addition, confusion in the distinction
between block streams and slopes and rock glaciers arises from the transition that sometimes exists
between these landforms (Corte, 1976). Rock glaciers generally occur at the foot of steep walls that
may be the margins of cirque amphitheaters or abrupt slopes of trough valleys (Serrat, 1979; Gutierrez
and Pena, 1981; Alonso and Trombotto, 2009). Rock glaciers are supplied by congelifraction clasts
that move downslope creating talus slopes, block slopes and streams, and debris cones, and
occasionally moraine deposits. They are classified morphologically (Wahrhaftig and Cox, 1959) as
tongue-shaped rock glaciers if they have a length/width ratio greater than one, lobate rock glaciers
if their length/ width ratio is less than one, and spatulate rock glaciers if they are similar to tongue-
shaped rock glaciers but have broader distal parts (Barsch, 1996). Some authors add other types:
composite rock glaciers formed by the superposition of several individual rock glaciers (Washburn,
1979). Rock glaciers range in width from 100 to 500 m; they can exceed a kilometer in length and
range up to 50 m thick. Rock glaciers have scarped fronts due to their movement; the gradient at the
front ranges from 35 to 45° (Barsch, 1988). The lateral margins are also abrupt. Their interior has a
surface relief of arcuate ridges and grooves that is generally perpendicular to the flow direction. The
volume transported by a rock glacier normally exceeds a million cubic meters of which 40-50% is
composed of clasts and 50-60% is interstitial ice and ice lenses. Their movement, which results from
the plastic deformation of ice, is controlled by slope, ice content, temperature, and the size of clasts in
the interior. Their velocity, which is usually higher in summer than in winter, ranges from several
centimeters (Barsch and Hell, 1975) to 5 m/year. The highest velocities have been measured at the
rock glacier in Obergurl (Innsbruck, Austrian Alps) at abrupt changes in slope. The weight of the rock
glacier and the push of slope deposits on the slope above the entrainment zone help move the glacier.
Rock glaciers move by creep and ice deformation processes; maximum surface velocity occurs at
their center line and internal velocities decrease parabolically toward the rocky substrate (Kaab,
2007). Rock glaciers move more slowly than ice glaciers and much faster than deposits that move as a
result of gelifluction. Considering their functionality, we can distinguish several types, including
active rock glaciers, which have an external 2 meter layer of coarse detritus and a nucleus of finer
material with ice lenses in which motion can be determined by the advance of the front. Active rock
glaciers are part of permafrost; they indicate continuous or discontinuous permafrost on a regional
scale (French, 2007). Recently active rock glaciers have been found at 2,600 to 2,950 meters in the
central-eastern Pyrenees (Spain); they move 22 cm/year (Serrano and Agudo, 1998; Serrano et al.,
2002). Recent geophysical studies using radar (GPR) on various rock glaciers throughout the world
have established relationships between internal structure and surface morphology. Lobate
sedimentation is related to catastrophic episodes of rock falls from cirque walls. Longitudinal GPR
profiles suggest that the morphological difference between tongue and lobate rock glaciers may be
due to cirque geometry, the frequency and location of discharges of detritus, and the magnitude of the
valley gradient Inactive rock glaciers do not move but still have a frozen nucleus and an external
layer that exceeds a thickness of 10 m (Barsch, 1988). The first symptoms of inactivity are plant
colonization on the front and the development of a detrital fan at the foot of the frontal slope. Finally,
in relict or fossil rock glaciers (Barsch, 1977b), the internal ice has melted and thus they may have
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cryokarst collapse features. Rock glaciers develop best in continental and semiarid climates because
extremely wet conditions generate glaciers (Hollerman, 1983; Kaab, 2007). Research shows that
active rock glaciers are less than 10,000 years old; thus they formed after the last glaciation of the
Wurm, that is, during the Holocene or Postglacial (Barsch, 1996). In the South Shetland Islands, west
of Antarctica, Serrano and Lopez- Martinez (2000) studied nine rock glaciers and categorized them
into three groups: (a) those that postdate the last major glacial retreat; (b) those that have an age of
2000 year BP but predate the Little Ice Age, and (c) those that formed during the Little Ice Age. The
age estimated by OSL (Optical Stimulated Luminescence) for block streams in the Falkland Islands
ranges from 54 to 16 Ka, which suggests that they have been active since 16 Ka (Kaab, 2007; Hamson
et al., 2008). Andre et al., (2008) think they formed by denudation of an alteration profile of
subtropical or temperate origin, possibly of Tertiary age, and were later reworked by periglacial
processes.

Greézes litées

These are slope deposits of stratified angular clasts. Some authors call these deposits eboulis ordonnes
although others use this term for stratified screes formed by gravity. In grézes litées the strata are
layers of equigranular pebble-sized clasts alternating with finer material that is predominantly sand,
silt, and clay (Tricart, 1952a). If the deposit contains numerous boulder-sized fragments, it is called
groise litee. In the grezes, the large clast layer has a grain-supported structure; that is, there is no
matrix in the interstices, and as a result, the clasts are loose. When these deposits are composed of
limestone components, the layer of fine material is usually cemented because it retains percolation
water. The transition from one layer to another is usually clear and channel-shaped structures can
sometimes be observed. Unlike stratified screes, stratification in a grezes litees deposit has nothing to
do with the present-day topographic surface. Grezes litees occasionally fossilize glacial moraines as in
the Andes of Ecuador and Bolivia (Heine, 1995) or in Santa Elena at the head of the Tena Valley in
the Central Pyrenees (Spain). Grezes litees occur in any orientation although they are most commonly
located on slopes with southern exposure. They are found on slopes that range from 7 to 45°; they can
be 40 m thick. The layers tend to be thicker downslope (Guillien, 1951). Grezes litees are relatively
common in mid latitudes but are unknown in polar zones. Their formation requires thermal
oscillations around 0°C that enable congelifraction to generate gelifracts, enough water to sort the
deposit, and scant or non-existent vegetation (DeWolf, 1988). Stratification and sorting are interpreted
to be due to meltwater from snow accumulations, which is the essential agent for sedimentation of
coarse material and the eluviation of the smallest fines (Guillien, 1951). Francou (1988, 1990) and
Lautridou and Francou (1992) observed typical stratified slope deposits in the Andes of Peru at 4,400
to 4,900 m of elevation. These deposits have gradients of 33 to 35°; they are characterized by large
solifluction lobes that move several centimeters a year. A cross section of the deposit along the lobe
margin reveals its internal structure; the lobes move very slowly and develop like a carpet that buries
clasts under the lobes. At the same time the ice push/lifting separates fines from clasts, which move
by ice creep and pipkrake at higher velocities than solifluction lobes. Van Steijn et al. (1995) show
that research on the morphology and sedimentology of stratified slope deposits can be used to infer
the processes that formed them. Vari ous origins have been proposed, which may act alone or in
combination: solifluction laminae or lobes, flows of dry particles or particles cemented by ice, debris
flows, and ice-eolian transport. Researchers also discuss the problem of convergence of landforms. In
the central Pyrenees (Spain) a large number of grezes litees occur primarily at elevations of 600—-800
m. Researchers think there may be more than one phase of formation although the principal stage is
the Late-Glacial (Pena et al., 1998) date of stratified debris at Eripol, 20,060 + 180 BP. Garcia Ruiz et
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al. (2000, 2001) think the deposits formed by gelifluction lobes and debris flows during the coldest
stage of the upper Pleistocene and during the Late-Glacial.

Nivation landforms

Nivation niches are found on slopes beneath a thin film of snow. Meltwater penetrates into bedrock
material and at night when temperatures reach the freezing point, frost weathering occurs. The
particles generated by this process can move downslope by gelifluction and ice creep aided by runoff;
they can be seen as debris accumulations at the foot of the niche (Thorn, 1988b). Particle leaching
inside the nivation niche generates periglacial pavements. This evidence has led to the idea that the
most important nivation process is the freeze-thaw cycle. In low latitude areas such as the Cordillera
of the Andes, more than 300 annual freeze cycles have been recorded (Troll, 1944); these are areas
where nivation may be potentially significant. The continuous activity of nivation processes enlarges
the niches, which begin as small depressions about a meter across; later they can reach dimensions of
almost a kilometer if they coalesce with other niches. They enlarge along margins where melting and
subsequent congelifraction are most active because the protective action of the snow in the center
prevents the freeze-thaw process. These margins are modified throughout the year as a function of
seasonal variations. Niches that reach large dimensions are called thermocirques (Selby, 1985).
Nivation niches have a scarp or arched amphitheater and a terrace or low gradient slope at their base,
which aids in the removal of detritus (Christiansen, 1998). They form more rapidly on rocky outcrops
than in vegetated soils; they have been observed to form in a few years in nivation niches beneath
snow patches. The niches are embryonic cirques where glaciers gradually take the place of nivation
processes when snow that accumulates in the interior of the niche persists long enough to be
converted to ice (Tricart and Cailleux, 1962). Nivation ridges can form at the foot of snow
accumulations that are present at the base of scarped slopes; these are gelifract ridges (Butzer, 1976;
Luckman, 2007) or protalus ramparts (Washburn, 1979). Clasts from the upper rocky part of the
slope slide on top of the snow and accumulate at its margin. When the margin melts, the ridge remains
behind and gets disconnected from the slope profile. Ridges that are parallel to each other have
occasionally been observed; this indicates parallel slope retreat (Sharpe, 1938).

Slope evolution

Slopes that form in periglacial environments are classified according to their shapes and the processes
that generate them. The primary types are 1) cliff-talus slopes, which are concave and shaped like
talus accumulations and detritus cones, 2) benched slopes formed by cryoplanation processes, and 3)
convex-concave slopes with continuous cover of solifluidal material (French, 1996). Clift-talus slopes
evolve by parallel scarp retreat; over time the slope lengthens and its angle and the length of the
detritus layer decrease (Carson and Kirkby, 1972). In general, scarps in periglacial environments
retreat more slowly than in other morphoclimatic zones although this is a function of lithologic and
structural characteristics and microclimate, such as orientation (Souchez, 1966). Benched slopes result
from cryoplanation processes that soften and flatten the profile. Continuous erosion of high areas and
sedimentation in low areas, primarily in valley bottoms, involves parallel scarp retreat by
congelifraction and enlargement of benched areas. These ideas were expressed by Peltier (1950) in his
periglacial “erosion cycle”. Concave-convex slopes have a convex-concave profile that lacks
transitions; they are covered by a continuous deposit of gelifracts and are affected by gelifluction,
surface washing, and rills in high gradient areas. These slopes may evolve into tripartite slopes or
triangular slope facets (Budel, 1982) when they are deeply dissected by gullies in the middle part of
the slope where tributary gullies flow together. Material that has been eroded from the lower parts of
slopes is deposited by gullies as small alluvial fans. Once the triangular facet has formed, denudation
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processes change so that each facet constitutes a relict landform that functions independently of
higher parts of the slope. The alternation of accumulation and dissection stages creates a sequence of
tripartite slopes separated from each other and in turn parallel to the scarp. Research on triangular
facets on Seymour Island (Antarctica) shows that the transition from the accumulation stage to the
dissection stage is a geomorphic threshold related to glacio-isostatic adjustment and/or climate change
(Gutierrez et al., 2011b).

Fluvial landforms

Braided channels with significant bed load, high inclination, and high width/depth ratio are the most
common channel type in periglacial environments. During summer flood periods, these channels do
significant mechanical erosion on channel margins. In addition, runoff water melts the permafrost and
undermines river margins; this creates thermo- erosional niches (Czudek and Demek, 1970b;
Walker, 1973) or thermal-fluvial erosion (French, 2007). This erosion may extend to heights of 3
meters and depths of 1-3 meters. When the niches collapse, they release large masses that provide
new load to the river. This explains why thermal erosion is more effective than mechanical erosion
but this is true only of non-cohesive sediments (Jahn, 1975). The same erosion occurs along coastal
cliffs. The morphology of valleys that form in periglacial zones has not been well studied; most
research is related to the problem of valley asymmetry. The scientific literature on Pleistocene valleys
is more abundant; these are relict forms in areas that were subject to periglacial processes such as
wide areas of central and western Europe. Asymmetric valleys are valleys in which one side is
notably more inclined than the other. They are common in middle latitude periglacial environments.
The asymmetry is not specific to periglacial environments; it can result from various factors, primarily
lithological and structural. However, in periglacial regions in the northern hemisphere, the most
inclined slope is oriented toward the north. More insolation on sunny slopes causes rapid and long-
term thawing, which generates a larger amount of water to trigger gelifluction and mass movement.
The eroded materials direct fluvial currents toward shady areas and cause basal undermining; as a
result, these slopes will be more steeply inclined (Carson and Kirkby, 1972). In addition, north-
oriented slopes experience less thawing during the summer so permafrost helps preserve their steeper
slope (Gravis, 1969; Czudek, 1973b; Karrasch, 1993). Another reason that may explain valley
asymmetry is that dominant wind activity promotes snow accumulation on leeward slopes (French,
1971). During summer, melting provides a large amount of water that accelerates mass movement on
slopes. Low order segments of fluvial basins in non-mountainous regions of middle latitudes have
different morphologies. One landform is the U-shaped valley (Tricart, 1967), which is U-shaped in
cross section and has a longitudinal profile with slight reverse slopes, indicating that runoff plays a
minor role. The slopes have a convex-concave morphology because gelifluction is the dominant agent
of detrital transport. The valley bottoms are primarily composed of unsorted gelifluction deposits
from the slopes. These valleys are common in old periglacial regions of Europe and most are now dry.
U-shaped valleys generally do not exceed 3 km in length and toward the bottom they flow into a
valley with stream flow or they may become flat-bottom valleys, which are the most characteristic
landforms in Budel’s (1977) ectropical zone. In Iceland they are 5-100 m wide or more, 5-20 m deep
and have a gradient of 4-11% (Schunke, 1975). Their bed is primarily composed of non-sorted
detritus from slopes and materials that have undergone some longitudinal transport. The connection
between the flat bottom and the slopes is concave; it shows the lateral solifluction supply and the
inability of the river to remove these deposits. In other places, the junction between the slope and
valley bottom is a basal angle that shows significant erosion at the foot of the slopes during flooding
(Tricart, 1967). Like U-shaped valleys, these flatbottom valleys are primarily dry valleys today (Jahn,
1975). Dry valleys are also called dells; they have been described in central-western Europe
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(Washburn, 1979; French, 2007). This dryness may be due to the considerable thickness of the bottom
deposits where water can percolate easily by flowing through alluvium. However, dry valleys form in
other environments such as karst areas.

Thermokarst or cryokarst

Thermokarst is the term for landforms generated by land surface subsidence resulting from thawing of
the upper part of permafrost. The resulting landscape may be highly irregular and even chaotic in
places (thermokarst relief in badlands of French, 2007). The term thermokarst is hardly appropriate
since the forms produced are not at all similar to exokarst landforms present in carbonate terrains
(Pissart, 2004). Thermokarst morphologies occur primarily in low-relief areas such as alluvial
sediment plains because the resulting thaw lakes rarely occur in zones of high relief (Williams and
Smith, 1989). The landforms are usually active and as a result, periglacial landscapes are rapidly
modified in short periods of time (Harry, 1988). Thawing results from multiple causes. Change of
climate toward milder temperatures is the most significant cause affecting large areas. Modifications
of plant cover due to fires, deforestation, and construction are locally significant because the loss of
cover can trigger thawing due to removal of the insulating vegetation layer. Other geomorphic causes
are thermal erosion resulting from standing water, slumping, and mudflows that erode the active layer
(French, 1987). Thaw lakes are the most common forms. They are shallow, less than 4 m deep, and
are not wider than 2 km (French, 2007). Thaw lakes form from melting of the permafrost, which
triggers ground subsidence that later fills with water. They occur primarily in plains and fill rapidly
with sediments and peat. Thaw lakes usually do not persist more than 3000 years. Groups of oriented
lakes are rare. The best example occurs in the coastal arctic plain of Alaska (Carson and Hussey,
1962). They are elliptical and sometimes rectangular in shape, two or three times longer than wide,
with longer axes up to 5 km and depths of 2—-6 meters (Black and Barksdale, 1949). In recent work,
Hinkel et al. (2005) show them to be 15 km long and 6 km wide. They may have complex
morphologies due to coalescence of several lakes. Their origin is uncertain; they may be due to the
dominant wind activity that deposits sediments on shores perpendicular to the wind directions. The
deposits isolate the thawing shores and protect them from wave action; for this reason, beaches have a
very smooth gradient. From this time forward, reflux toward the extremities of the lake causes a
stronger current in these parts and has an abrasive action that enlarges the lake. Measured retreats are
rapid, on the order of 25 m/year (Carson and Hussey, 1962). Even so, con- siderable controversy
surrounds explanations for the orientation of these lakes. Pingos and collapsed palsas can form
closed subcircular depressions; they are shallow and have elevated borders composed of sediments
that dip toward the depression (Pissart, 2000, 2002). They fill with lacustrine sediments and peat (De
Gans, 1988). These morphologies occur in Europe and Asia in areas that were previously periglacial
regions. They are difficult to distinguish from other thermokarst depressions or other fluvioglacial
kettles. When the frozen soil crops out and melts, thaw collapses form; these are arc-shaped
depressions that open in the downslope direction. They may unite to form a festooned scarp. As they
thaw, the surface permafrost becomes saturated with water and flows, leaving a scar several meters
high. These cracks retreat at a rate of 7-10 m/year (French and Egginton, 1973), one of the most rapid
erosional processes in the periglacial environment. When these collapses occur in areas of ice
wedging they create large collapses. An alas is a closed depression that forms in low relief regions; it
has abrupt margins and a bottom covered with grass and water. The name comes from central Yakutia
(Siberia) (Soloviev, 1962, 1963 in Jahn, 1975; Czudek and Demek, 1970 b; Soloviev, 1973; Yershov,
1998). Alases are rounded or elliptical and often contain a shallow lake at their center. Their diameter
ranges from 0.1 to 15 km and their depth from 3 to 40 m. Alases form as a result of permafrost
thawing; the coalescence of several depressions may form alas valleys tens of kilometers long. As
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thawing progresses, different morphologies appear. Melting of ice wedges leads to linear depressions
separated by bulged cells called baydjarakhs, which are 3—4 m high and 3-20 m in diameter (stage I).
The progressive melting of ice produces a closed depression with disintegrating conical hills known
as duyoda (stage II). Stage III of alas formation occurs when the bottom is devoid of trees and covered
with grass, abrupt margins are present, and lakes perhaps occupy the interior. If the permafrost is
reactivated, ice veins and pingos can form at the bottom of the depression (Khonu); these features may
collapse later (stage IV). In Yakutia, 40-50% of the original surface has been modified by alases; they
took several thousand years to form and are related to the Climatic Optimum (2500-9000 BP). At
present more than 10% of this territory is active thermokarst (Guttierez, 2013).
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UNIT-8: ELEMENTS OF SLOPE AND DIFFERENT APPROACHES TO
STUDY SLOPE DEVELOPMENT

Slopes cover most of the Earth’s surface (Young, 1972) and thus are a fundamental component of
relief. The study of their shape, significance, and evolution is one of the basic subjects of
geomorphology (Douglas, 1977). Comparatively little research was done on slopes until the last five
decades. However, research on slope processes has now proliferated in both experimental field plots
and the laboratory, models have been developed to assess danger, and procedures have been
established for analyzing slope stability. Even so, the research is difficult due to the complexity of the
phenomenon because the mechanisms at work are not known in a detailed way (Carson and Kirkby,
1972). In addition, the features used to recognize landslides are rapidly covered by vegetation in
humid climates, making it difficult to identify them. The principal exceptions to this comment about
slopes are found on the extensive plain that makes up the Colorado Plateau, the paramos of Castile
(Spain), the hamadas of the Sahara, erosional surfaces of the Brazilian, African, and Australian shield,
and the wide alluvial plains along the Indus-Ganges and the Po. Early geomorphologists gave special
emphasis to the long-term slope evolution. According to Davis and as discussed in various
publications, particularly Davis’ (1899) first theory of general evolution of relief, slope evolution
consisted of a gradual decrease of slope angles in valleys. Penck’s (1924) morphological analysis
system showed that if fluvial excavation accelerates, the resulting slope profile is convex whereas if
downcutting is slow, the slope is concave. King (1953) proposed a third theory of landscape evolution
based on slope research by Wood (1942). King proposed that slopes retreat in a parallel manner, a
theory that Powell had already published in his 1875 Exploration of the Colorado River of the West,
although it had its origin in the work of Fischer (1868, 1872). Researchers have occasionally
discussed the contribution of landslides to landscape evolution. Cendrero and Dramis (1996) propose
a ratio between the rate of landslide movement and the temporal magnitude of the lowering of the
ground surface. Analysis of available data from various European regions shows that in some cases
mass movements are the principal process of topographic evolution. Strahler (1950b) proposes a slope
classification based on the result of a frequency distribution analysis and field studies of slopes in
numerous locations. He classifies them as three types. Highly cohesive slopes, those composed of
clays or strong massive rocks such as granite, schist, or gneiss, have angles of 40° and 50° and are
affected by landslides; rivers undercut the bases of their slopes. The second type, slopes in repose,
which are called block-controlled slopes by Bryan (1922) and gravity slopes by Meyerhoff (1940),
have angles of 30°-35°. They are composed of large clasts controlled by the angle of repose.
Laboratory research on the angle of repose of fragmentary materials shows characteristics similar to
valley slopes (Van Burkolow, 1945). The third type, slopes reduced by wash and creep, called rain-
washed slopes by Bryan (1922) and wash slopes by Meyerhoft (1940) correspond to the haldenhange
of Penck (1924). The activity of water and creep reduces slope inclination to less than the angle of
repose. The morphogenetic forces acting on a slope are perpendicular and parallel components (Jahn,
1954). The perpendicular component includes weathering processes and pedogenesis, which tend to
form a weathering film. The parallel component refers to the displacement of material by gravity
(landslides, gullying, solifluction, creep, etc.). As a result, the two components are interdependent and
the evolution of a slope is a function of the magnitude of both. Jahn (1954) calls the relationship
between the two the denudation balance; Tricart (1957) prefers the term morphogenetic balance.
Schumm and Chorley (1966) use similar reasoning in their work on the Colorado Plateau; they call
the quotient between these two components the weathering relationship. When the perpendicular
component exceeds the parallel, the regolith deepens and does not move totally downslope. On the
contrary, if the parallel component exceeds the perpendicular, the regolith is rapidly denuded and the
slope stabilizes when the denudation reaches coherent rock. If it is soft, badlands form. If the

66



relationship is equal to 1, it indicates that the amount of altered material is equal to the evacuated
material. This notion corresponds to Hack’s (1960) dynamic equilibrium. This morphogenetic
balance depends on the inclination of the slope, the nature of the rock, and climate (Tricart, 1957). If
the gradient is significant, more detritus will be exported and the slope gradient will increase.
Coherent rocks require prior weathering (perpendicular component). Climate intervenes directly or as
a result of vegetation and affects both components. In addition, at the present, “we find ourselves in
an unprecedented situation in the four thousand five hundred million years of life on the planet, that
for the first time there is a species (man) with the capacity to affect the various natural systems on a
planetary level with a qualitative and quantitative importance that could equal and even exceed these
natural agents” (Cendrero, 2003). We need to understand the processes of slope development for
many of man’s activities including agriculture, forest practices, construction of linear projects
(highways, channels, and railroads), and construction of buildings; geomorphologists and engineers
do this fundamental work (Dunne and Leopold, 1978; Clark and Small, 1982). Slopes are composed
of two types of materials: rock and soil, which have different mechanical properties and evolve in
different ways. Rocks are consolidated and coherent materials that are affected by planes of weakness
(stratification, schistosity, and joints) that weaken the rock and favor fragmentation and
disaggregation. Soils (regolith, alterite, surface deposits) are unconsolidated materials with low
mechanical strength and high porosity. Mass movements are processes that move materials by
gravity; they can be dangerous and even disastrous when they affect human life and property. They
are of concern to geotechnical and geologic engineers (Bromhead, 1986). Geomechanics and related
disciplines provide an understanding of landslides from an “internal” perspective whereas
geomorphology contributes an “external” perspective (Crozier, 1986). Landslides pose a risk when
they threaten human life and property. This risk has increased during the last century due to
population increase and the increased area used for resource extraction; these factors have sometimes
caused people to use areas of potential risk (Crozier, 1986). In addition, other activities such as
emigration toward large urban areas and the construction of numerous engineering works that modify
the landscape and cause slope instability generate landslides that can cause injuries and fatalities,
property loss, and environmental damage. Landslides pose significant danger in tropical areas because
of the presence of a thick regolith and high precipitation in these climates. These conditions favor
surface and deep mobilization of the altered layer, which occurs most often with storm rainfall. For
this reason, it is necessary to conduct detailed geomorphic cartography and install reconnaissance
boreholes (Tricart, 1974b). According to the calculations of Ayala (1994), since the year 1000 about
300,000 landslides throughout the world have each killed at least 100 people. In Spain the most
significant disaster took place in Azagra (Navarre) where a landslide on a gypsum cliff killed more
than 100 (Faci et al., 1988). In Spain landslides cause losses on the order of 180 million euros and
several deaths every year (Suarez and Regueiro, 1997). Cendrero et al. (1997) consider mass
movements in Spain to be the third largest geomorphologic risk; they estimate losses for the period of
1986-2016 to be 7.6 billion dollars (Ayala ef al., 1987a). The San Francisco Bay, California, geologic
map showed one landslide at the beginning of the 20th century. In 1970, the map showed 1200
landslides; by 1980 the number had risen to 70,000 mapped landslides. This is due in part to the
strong pressure that humans place on the environment (Brabb, 1989). In the United States, annual
damages from landslides were estimated at 1.5 billion dollars in 1985 (Schuster and Fleming, 1996)
and Bromhead (1986) puts the number of deaths at about 25 people per year.

Slope shapes

A slope shape that shows the dip of the slope is a slope profile (Douglas, 1977). Slope angles and
distances can be measured on a section perpendicular to the slope. A series of irregularities is
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generally observed, such as concavities and convexities that depend primarily on the lithology of the
substrate and processes that affect slope morphology; these factors play a significant role in the
morphoclimatic environment (Kirkby, 1976; Toy, 1977). Geomorphologists characterize a slope by
analyzing its topographical profile and assigning to it one or more elementary geometrical shapes.
These geometric shapes were established by Savigear (1952, 1956) and later expanded and quantified
by Young (1964). Young’s work combines Savigear’s convex, concave, and rectilinear elements into
units, segments, and elements of parts of a slope. The morphology of a profile is analyzed in this way.
The techniques used are compiled in King (1966), Goudie (1981a), and Gardiner and Dackombe
(1983). Another classification proposed by Dalrymple et al. (1968) divides the slope into nine units
based on shape and pedogenic processes. Slope measurements make it possible to distinguish nine
possible shapes of slope units (Ruhe, 1975). For slope cartography, Young (1972) distinguishes
morphological maps, slope angle maps, and genetic morphological maps. Morphological maps are
drawn at a detailed scale to determine the surface units of the slope. This technique, which has been
developed by numerous authors, is based on the assumption that relief can be divided into uniform
morphological units bordered by morphological discontinuities (Curtis et al., 1965). There are two
types of morphological slope angle maps: isoclinal maps that show the slope angle at a point; they are
generally made from contour maps (Gregory and Brown, 1966). The other type, called maps of
average slope, uses contours to indicate average slope angles over distances of a kilometer. The third
type, genetic geomorphic maps, are most commonly used in geomorphic cartography. Landforms are
shown according to their possible origin, taking into account present and past processes and the age of
the landform. Numerous legends have been proposed for maps at different scales including those of
Tricart (1965, 1972), Verstappen and van Zuidam (1968, 1991), St-Onge (1968), Demek (1972),
Panizza (1972), Demek and Embleton (1978), Barsch and Liedke (1985), and Pena (1997). These
legends generally follow morphological differences present in various countries; for this reason
geomorphologists develop systems or legends appropriate for the needs of particular countries
(Parsons, 1988). Structural shapes predominate in the preparation of small-scale geomorphic maps
whereas climatic landforms are used in large-scale geomorphic mapping (Guttierez, 2013).
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UNIT-9: CONCEPT OF BASIN HYDROLOGY AND RUN OFF CYCLE; UNIT
HYDROGRAPH, RATING CURVE AND THEIR APPLICATIONS
The flow in river channels exerts hydraulic forces on the boundary (bed and banks). An

important balance exists between the erosive force of the flow (driving force) and the
resistance of the boundary to erosion (resisting force). This determines the ability of a river to
adjust and modify the morphology of its channel. One of the main factors influencing the
erosive power of a given flow is its discharge: the volume of flow passing through a given
cross-section in a given time. Discharge varies both spatially and temporally in natural river
channels, changing in a downstream direction and fluctuating over time in response to inputs
of precipitation. Characteristics of the flow regime of a river include seasonal variations in
discharge, the size and frequency of floods and frequency and duration of droughts. The
characteristics of the flow regime are determined not only by the climate but also by the
physical and land use characteristics of the drainage basin. In this chapter you will learn
about:

e The pathways taken by water as it travels to the channel network
e How the flow in a river responds to inputs of precipitation
e Seasonal variations in flow that characterise different climatic zones
e The size (magnitude) and frequency characteristics of floods
e Flows that are significant in shaping the channel
FLOW GENERATION
Hydrological pathways

Inputs of water to a drainage basin are the various forms of precipitation that fall over its
area. These include rain, snow, sleet, hail and dew. If you look at a drainage basin on a map,
you will see that river channels cover only a very small part of the total area. This means that
most of the water reaching the ground surface must find its way from the hillslopes and into
the channel network. A number of pathways are involved, and a given ‘parcel’ of water
arriving at a stream channel may have taken any number of them. Not all the incoming
precipitation actually makes it to the basin outlet, since a certain percentage is evaporated
back to the atmosphere. Water that falls on the leaves of vegetation and artificial structures
like buildings is intercepted. Some of this water does fall to the ground, as anyone who has
sheltered under a tree will know, but much of it is evaporated (water resource managers refer
to this output as ‘interception loss’). The amount of interception that occurs is dependent on
such factors as the extent and type of vegetation (leaf size, structure, density and the
arrangement of foliage), wind speed and rainfall intensity (Jones, 1997). Evaporation also
takes place from the surface layers of the soil, and from lakes and wetland areas. A related
process is transpiration, whereby plants take up water through their roots and evaporate it
through pores, called stomata, on the underside of their leaves. This means that water can be
‘lost’ to the atmosphere from some depth below the surface. Because evaporation and
transpiration are difficult to monitor separately, they are usually considered together as the
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combined process of evapotranspiration. Water reaching the soil surface may either enter
the soil by a process called infiltration or remain at the surface, moving down-slope as
overland flow. Infiltrated water either travels through the soil, parallel to the surface, as
throughflow (2), or slowly percolates downwards to the saturated zone, travelling as
groundwater flow (3). Rates of water movement are fastest for overland flow (typically
between 50 m and 500 m per hour), between 0.005 m and 0.3 m per hour for throughflow and
0.005 m to 1.5 m per day for groundwater flow (Ward and Robinson, 1990). How fast a river
rises after rainfall is very much dependent on the relative proportion of water taking faster
(surface and near-surface) pathways, and slower (subsurface) pathways. An important control
on this is the rate at which water infiltrates into the soil, which is determined by the
infiltration capacity. This is defined as the maximum rate at which water enters the soil
when it is in a given condition (Horton, 1933). This is an important definition: if the rainfall
intensity exceeds the infiltration capacity, the soil cannot absorb all the water and there is
excess water, which ponds at the surface. This moves down slope as overland flow, more
specifically, Hortonian overland flow (1). As Horton’s definition implies, soil properties
control the infiltration capacity; these include soil permeability, the presence of vegetation
and plant roots and how much water is already in the soil. Following a dry period, the
infiltration capacity is highest at the start of a storm, rapidly decreasing as rainfall continues,
until a constant infiltration rate is reached (Horton, 1933). A second type of overland flow,
saturation overland flow (4), is generated when the soil is totally saturated and therefore
cannot take any more water (Kirkby and Chorley, 1967). Where the water table is relatively
shallow, for example in valley bottoms, rainfall can cause it to rise to the ground surface.
Where this occurs, a saturated area forms around the channel, increasing in extent as the
storm progresses. The saturated area acts as an extension to the channel network, meaning
that a significant volume of water is transferred in a short time. These saturated areas are
known as variable source areas or dynamic contributing areas and are highly significant
in humid environments, where this is the main way in which storm run-off is generated
(Hewlett and Hibbert, 1967; Dunne and Black, 1970). Hortonian overland flow is rarely
observed in humid environments, unless the surface has a low infiltration rate, for example
where there are outcrops of bare rock or artificially paved surfaces. However, in dryland
environments, a combination of factors mean that Hortonian overland flow is the dominant
mechanism. Rainfall, when it occurs, typically has a high intensity and exceeds the low
infiltration capacity of sparsely vegetated soils (Dunne, 1978). In addition, dryland soils often
develop a crust at the surface, which further reduces the infiltration capacity. Water that
infiltrates the soil may travel at various depths below the surface. While it is fairly obvious
that water should move downwards under the force of gravity, it might seem counter-intuitive
that it also flows through the soil as throughflow. This happens because a preferential flow
path is set up. Soil permeability decreases with depth, meaning that the downward movement
of water is slowed. During rainfall, this leads to a backing up effect in the more permeable
surface layers. This has been likened to the flow of water down a thatched roof: it is easier for
the water to move parallel to the slope of the roof, along the stems of the straw, than to move
vertically downwards through it (Ward, 1984; Zaslavsky and Sinai, 1981). Where they exist,
soil pipes provide a very rapid throughflow mechanism, and rates of flow can be comparable
to those in surface channels. Soil pipes are hydraulically formed conduits that can be up to a
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metre or more in diameter. They are found in a wide range of environments and are
sometimes several hundreds of metres in length (Jones, 1997). As such, they can act as an
extension to the channel network, allowing the drainage basin to respond rapidly to
precipitation inputs (Jones, 1979). Even during rainless periods, flow will be maintained, as
long as the level of the water table does not fall below that of the channel bed. A rather
different situation exists for many dryland channels, where the water table may be several
metres, or tens of metres, below the surface. In this case, the direction of flow is reversed, as
water is lost through the bed and banks of the channel, percolating downwards to recharge the
aquifer. This is termed a losing stream and, although not exclusive to drylands, many
examples are found in these environments. It is not unusual for a river to be gaining and
losing flow to groundwater along different parts of its course, while seasonal fluctuations in
water table levels can mean that losing streams become gaining streams for part of the year.
The Euphrates in Iraq provides a good example, with most of the flow being generated in the
headwaters in northern Iraq, Turkey and Syria. Further downstream, at the Hit gauging
station (150 km west of Baghdad) the river loses flow to groundwater for much of the year
(Wilson, 1990). The loss of flow from a channel, due to downward percolation and high
evaporation rates, is referred to as transmission loss.

The storm hydrograph and drainage basin response

Flow discharge (also known as Q) is the volume of water passing through a given channel
cross-section in a given time. The units of discharge most commonly used are cubic metres
per second (m3 s—1), known as ‘cumecs’, although for very small flows litres per second may
be used. In the United States cubic feet per second, or ‘cusecs’, are used instead of cumecs.
During a particular rainfall event, there is a delay between the onset of rainfall and the time at
which the discharge starts to increase. The initial increase is due to water falling directly into
the channel and close to it, though as the storm progresses, water travelling from greater
distances reaches the channel. Water taking the fastest pathways — overland flow, shallow
throughflow and pipe flow — is rapidly transferred to the channel, contributing to the quick
flow component of the storm hydrograph. Base flow contributions come from water taking
the slower subsurface routes, taking much longer to reach the channel. This means that water
continues to enter the channel as base flow for some time after rainfall has ceased, keeping
rivers flowing during dry periods. Glaciers, lakes, reservoirs and wetlands also contribute to
base flow. The relative proportions of quick flow and base flow determine the size of the
hydrograph peak and the time delay, or lag time, between peak rainfall and peak flow. For
instance, where quick flow dominates, lag times are relatively short and peak flows relatively
high. Rivers dominated by base flow respond more slowly and the peak flow is lower. This is
because most of the precipitation falling over basin 2 infiltrates and takes slower subsurface
pathways to the stream channel. There is also a marked difference in the summer low flows,
with the greater base flow component for basin 2, which sustains higher summer flows.

ANNUAL FLOW REGIMES

The annual flow regime of a river describes the seasonal variations in flow that are observed
during an ‘average’ year. As you might expect, this is influenced by the seasonal distribution
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of rainfall, and the balance between rainfall and evaporation at different times of year. For
example, some tropical rivers experience a marked wet and dry season, drying up completely
for part of the year and carrying high flows during the wet season. Climate also has an
important influence on the type and density of vegetation, soils and land use, all of which act
as controls on the processes of runoff generation. Several climate characteristics are
important in determining the flow regime. These include whether it is humid or arid, if it is
predominantly warm or cold, the annual range of temperatures, and whether precipitation is
seasonal or occurs all year round. At high latitudes and in some mountain environments, the
timing and length of glacial ablation and snowmelt is a dominant factor. Figure 3.3 shows a
selection of typical flow regimes, which characterise different climatic zones. These come
from a classification scheme developed by Beckinsale (1969) from an existing climate
classification. The different regimes are categorized using a system of two letters. The first
letter relates to the mean annual precipitation and annual temperature range: A: Warm, moist
tropical climates, where the mean temperature exceeds 18°C for all months of the year. B:
Dry climates, where rates of potential evaporationl exceed annual precipitation. C: Warm
moist temperate climates. D: Seasonally cold climates with snowfall, where the mean
temperature is less than —3°C during the coldest month. The second letter indicates the
seasonal distribution of precipitation: F: Appreciable rainfall all year round. W: Marked
winter low flow. S: Marked summer low flow. For example, the regime of the Pendari River
is influenced by a tropical climate with a marked winter low flow, and would be classified as
AW.

Soils and geology

e Soil type and thickness. Soil texture (relative proportion of sand, silt and clay particles)
affects infiltration rates. Sandy soils have high permeability whereas clay soils do not. In arid
areas a crust can form on the soil surface, decreasing the permeability. Soil thickness affects
how much water the soil can absorb.

e Geology. Drainage basins underlain by a permeable geology tend to have a slower response
to precipitation, although the flow is sustained for a longer time during dry periods. Drainage
basins underlain by impermeable materials have a faster, or more ‘flashy’ response.
Vegetation and land use

e Vegetation type and density. Vegetation reduces the impact of raindrops and allows a more
‘open’ soil structure, meaning that infiltration rates are higher. Vegetation also affects
interception rates and evapotranspiration losses from the basin.

e Urban areas. Depends on the proportion of the drainage basin that is urbanised. Large areas
of paved surfaces, drains and culverts rapidly transmit water to river channels, leading to an
increase in peak flow and a shorter lag time.

e Grazing and cultivation. When deforestation occurs, rates of overland flow tend to increase.
Heavy machinery and trampling by animals compact the soil, reducing permeability,
although ploughing can increase infiltration rates. Flow may be concentrated in plough
furrows that run up and down the slope.
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e [Land drainage. The installation of field drains allows rapid transfer of runoff into the
nearest stream channel.

Physiographic characteristics

e Drainage basin size and shape. In larger basins the travel times are longer, as flow has to
travel greater distances to reach the outlet. The total volume of runoff increases with the
drainage area. Elongated drainage basins have a response that is initially more rapid but with
a lower, more gentle peak.

e Drainage density. Where the density of stream channels is high, the average distance over
which water has to travel to reach the channel network is reduced, leading to a more rapid
response.

e Drainage basin topography. Travel times are increased over steep slopes. In upland areas,
steep slopes are often associated with thin soils and the response tends to be flashy. Rainfall
may be affected by altitude and aspect with respect to storm tracks.

Channel characteristics

e Channel and floodplain resistance. The velocity of flow in river channels is affected by the
roughness of the bed and banks and the shape of the channel. Overbank flows are slowed by
the roughness of the floodplain surface.

e Floodplain storage. When channel capacity is exceeded, water spills out onto the
surrounding floodplain, where it is stored until the floodwaters recede. If floodplain storage is
limited, a greater volume of water travels downstream.

e Conveyance losses. In dryland environments the channel may lose flow due to high rates of
evaporation and ‘leakage’ by exfiltration through the channel boundary.

Meteorological factors

e Antecedent conditions. The conditions in the drainage basin prior to the onset of
precipitation. Where recent or prolonged previous rainfall has occurred, the soil may be near
saturation, meaning that a relatively small input of rainfall could lead to a rapid runoff
response. Where snow is lying on the ground, subsequent rainfall can cause it to melt, which
may lead to flooding downstream.

e Rainfall intensity. Rainfall intensity is expressed in millimetres per hour (mm h—1). The
more intense the rainfall, the more likely it is that the infiltration capacity of the soil will be
exceeded.

e Rainfall duration. This is the period of time over which a given rainfall event takes place.
As the storm progresses, runoff contributing areas at greater and greater distances from the
channel network become active. The channel network may also extend upstream as normally
dry channels start to carry flow.
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Downstream variations in discharge

As well as varying through time, discharge also changes along the course of a river. At any
location, channel form is dependent on the discharge and supply of sediment from upstream.
In most cases, discharge increases downstream as the area of the drainage basin increases and
tributaries join the main channel. There is also a general increase in the size of the channel,
with discharge acting as a control on the gross dimensions (Knighton, 1998). The quantitative
description and understanding of the nature of these downstream changes have been the focus
of much research and is explored further in Chapter 8. Although there is a general
downstream increase in channel dimensions, local influences lead to considerable variation,
even over short distances. Downstream changes in dryland channels can be very pronounced
(Tooth, 2000). For example, infrequent flooding occurs along the ephemeral streams draining
the Barrier Range in arid western New South Wales, Australia. Away from the uplands, high
transmission losses lead to a rapid downstream reduction in discharge and channel size
(Dunkerley, 1992). Downstream reductions in discharge and cross-sectional area are also
observed in the piedmont and lowland zones of rivers draining the northern plains of arid
central Australia (Tooth, 2000). There is an eventual termination of channel flow and bedload
transport. However, during large floods, flows continue out across extensive unchannelled
surfaces called ‘floodouts’ (Tooth, 2000). Tooth highlights the complex interactions between
discharge, sediment transport, channel slope, tributary inflows, bank sediments and
vegetation. These give rise to considerable variations in the downstream channel changes
observed for dryland rivers.

FLOODS

Although the flow regime shows seasonal variations in river flow, it does not provide detailed
information on the magnitude (size) and frequency of floods and droughts. Floods are of most
interest here because they are capable of carrying out large amounts of geomorphological
work and are thus significant in shaping the channel. The term ‘flood’ is hard to define. In
general terms, a flood is a relatively high flow that exceeds the capacity of the channel. While
more frequent flows are confined within the channel, periodic high flows overtop the banks
and spill out onto the surrounding floodplain. Significant here is the bankfull discharge
(Qb), defined as ‘that discharge at which the channel is completely full’ (Knighton, 1998).
Although these definitions may sound straightforward enough, it is actually quite difficult to
define bankfull discharge in the field because the height of the banks varies, even over short
distances. This means that overtopping of the banks does not occur simultaneously at all
points along the channel. Floodplain relief can be quite variable, with variations of between
1.7 m and 3.3 m observed on three Welsh floodplains (Lewin and Manton, 1975). Along the
Alabama River, United States, flooding has been observed to occur more frequently at the
apexes of actively migrating meander bends. This is associated with the development of
floodplain features called levees. These are raised ridges that form along the banks when
material is deposited during overbank flows. Levee development is impeded at actively
migrating bends because the deposits are eroded as the channel migrates. Levees are better
developed (higher) along less actively migrating sections of channel, where flooding occurs
less frequently (Harvey and Schumm, 1994).
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Flood magnitude and frequency

Floods of different sizes are defined in terms of high water levels or discharges that exceed
certain arbitrary limits. The height of the water level in a river is called its stage. For a given
river, there is a relationship between the size of a flood (in terms of its maximum stage or
discharge) and the frequency with which it occurs. Floods of different sizes do not occur with
the same regularity: large floods are rarer than smaller floods. In other words, the larger the
flood, the less often it can be expected to occur. Floods are therefore defined in terms of their
magnitude (size) and frequency (how often a flood of a given size can be expected to occur).
You have probably heard reference to the ‘twenty-year flood’ or the ‘100-year flood’. This
return period is an estimate of how often a flood of a given size can be expected to occur
and, since less frequent floods are more extreme, the 100-year event would be bigger than the
twenty-year flood. The return period (7') can also be expressed as a probability (P) by taking
the inverse of the return period, i.e.: Using this, the probability of a 100-year flood taking
place in any one year can be calculated as 0.01 (i.e. 1 per cent), and for the twenty-year flood,
0.05 (5 per cent). The probability that a flood with a particular return period will occur is the
same every year and does not depend how long it was since a flood of this size last occurred
— the twenty-year does not occur like clockwork every twenty years. However, if a period of
several years is considered, the likelihood of a given flood occurring during this time
increases. For example, if someone bought a house on the 100 year floodplain and lived there
for thirty years, the probability of that property being flooded in any one year would be 0.01.
This increases to 0.3 (probability x number of years), or 30 per cent, for the thirty-year
period.

The frequency of bankfull discharge

Although bedrock channels are mainly influenced by high magnitude flows, those formed in
alluvium can be adjusted by a much greater range of flows. This is reflected by the
morphology and size of alluvial channels. Over the years, much research has focused on the
bankfull discharge (defined above), since it represents a distinct morphological discontinuity
between in-bank and overbank flows. Leopold and Wolman (1957) suggested that the
channel cross-section is adjusted to accommodate a discharge that recurs with a certain return
period. From an examination of active floodplain rivers, they found that the bankfull
discharge had a return period of between one and two years. This is corroborated by later
observations made for stable alluvial rivers (for example, Andrews, 1980; Carling, 1988).
However, the concept of a universal return period for bankfull discharge that can be applied
to all rivers is controversial. Williams (1978) observed wide variations in the frequency of
bankfull discharge, which ranged from 1.01 to 32 years, and concluded that this was too
variable to assume a uniform return period for all rivers. Even along the same river, there can
be marked variations in the frequency of bankfull discharge (Pickup and Warner, 1976). The
concept of a uniform frequency for bankfull discharge assumes that all channels are ‘in
regime’. This means that the morphological characteristics of a given channel, such as size,
fluctuate around a mean condition over the time scale considered (Pickup and Reiger, 1979).
This is not true for all rivers and there are many examples of non-regime, or disequilibrium,
channels. An example would be where channel incision is taking place through erosion of the
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channel bed. This results in a deeper channel, which requires a larger, and therefore less
frequent, discharge to fill it. The Gila River in Arizona, United States, was greatly enlarged
when past events had led to large floods. The enlarged channel is not adjusted to the
contemporary flow regime, which means that the bankfull discharge for the enlarged channel
has a much lower frequency (Stevens et al., 1975). The material forming the bed and banks is
also significant. In cases where the boundary is very erodible, the bankfull discharge may
simply reflect the most recent flood event (Pickup and Warner, 1976).

The geomorphological effectivenes of floods

Given that many rivers exceed their channel capacity and flood on a fairly regular basis, it
would not be unreasonable to ask why they do not shape channels that are large enough to
convey all the flows supplied to them. While it is true that high-magnitude events lead to
significant changes in channel morphology, the comparative rarity of these large floods must
also be taken into account. The cumulative effect of smaller, more frequent floods can also be
significant in shaping the channel. The effectiveness of any given discharge over a period of
time is therefore something of a compromise between its size and how often it occurs. The
basic question is: are a number of smaller floods as effective as one large flood?

Regional flood frequency curves

The flood frequency—magnitude relationship differs between regions. Despite the low annual
rainfall in dryland environments, precipitation can be highly variable and the twelve largest
floods ever recorded in the United States all occurred in semi-arid or arid areas (Costa, 1987).
During flash floods, such as the one shown in Colour Plate 14, floodwaters rapidly inundate
the dry channel. Not all dryland rivers are prone to flash flooding however, and there is
considerable variation in the size, type and duration of flooding. Regional flood frequency
curves are shown in Figure 3.4. The return period is plotted on the horizontal axis using a
logarithmic scale, with the relative flood magnitude on the vertical axis. A relative flood
magnitude has been used to allow comparison between floods for a number of rivers in
different regions. Because these all drain different areas, a direct comparison of flood
magnitudes would not be very meaningful. Instead, for each river included in the analysis, the
ratio between the magnitude of each flood on record and a low magnitude ‘reference flow’ —
the mean annual flood — has been used.

Reconstructing past floods

Palaeoflood hydrology is a new and developing area of hydrology and geomorphology,
which reconstructs past flood events in order to extend the flow record. Due to problems
associated with monitoring major floods and the relatively short duration of most gauged
records, extreme floods are very rare in the observational record. By reconstructing
palaeofloods, the flood record can be extended, allowing increased accuracy in the estimation
of floods for risk analysis. Evidence of past flood events is provided by geological indicators
such as flood deposits, silt lines and erosion lines along the channel and valley walls (Benito
et al., 2004). Historical records are also used and include documents, chronicles and flood
marks inscribed on bridges and buildings. Using this evidence, it is possible to determine the
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size of the largest flood events over periods of time ranging from decades to thousands of
years (Benito et al., 2004). As well as identifying the largest floods, evidence of floods above
or below above specified flow stages can also be reconstructed (Stedinger and Baker, 1987).
Although time-consuming, it is possible to reconstruct a complete record, chronicling the
largest flood, together with the size and number of intermediate palaecofloods (Benito et al.,
2004).

CHAPTER SUMMARY

Inputs of precipitation falling over the area of a drainage basin are transferred to the channel
via a number of different pathways. These include surface overland flow, throughflow
(through the soil ) and deeper groundwater flow. Rates of movement vary considerably:
overland flow and shallow throughflow are generally much more rapid than groundwater
flow. An important control is the infiltration capacity, which determines how quickly water
can be absorbed by the soil. If the rainfall intensity is greater than the infiltration capacity,
excess water builds up at the surface, leading to overland flow. Overland flow also occurs
when rain falls on saturated areas. The volume of water flowing through a given cross-section
in a given time (discharge) fluctuates in response to inputs of precipitation. A hydrograph
shows how discharge changes over the course of a year (annual hydrograph), or one rainfall
event (storm hydrograph). The shape of the hydrograph is affected by the physical, land use
and climatic characteristics of the drainage basin. These variables all determine the relative
proportion of water taking faster and slower pathways to reach the channel. Climate is a very
important control on the annual flow regime of a river, which reflects the precipitation
amount, seasonal distribution and annual temperature variations. Another important
characteristic of the flow regime is the frequency and magnitude (size) of flood events. As the
size of a flood increases, the frequency with which it occurs (return period) decreases. The
relationship between frequency and magnitude differs from region to region. In dryland
environments, large, low frequency floods are much more extreme than those with a similar
return period in humid areas. The bankfull discharge is that flow at which the channel is
completely filled. Wide variations are seen in the frequency with which the bankfull
discharge occurs, although it generally has a return period of one to two years for many
stable alluvial rivers. The geomorphological work carried out by a given flow depends not
only on its size but also on its frequency of occurrence over a given period of time (Charlton,
2008).
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UNIT-10: STORM WATER AND FLOOD MANAGEMENT: STORM
WATER MANAGEMENT, DESIGN OF DRAINAGE SYSTEM, FLOOD
ROUTING THROUGH CHANNELS AND RESERVOIR, FLOOD
CONTROL AND RESERVOIR OPERATION

Industrial, agricultural and urban development put ever-growing pressures on land and water
resources. Traditional management priorities have met human needs, with little regard for ecosystems.
On a global scale the resulting impacts on the physical, chemical and ecological condition of river
systems have been truly profound. There are many examples of severe environmental degradation,
and few rivers can be described as being in a pristine or near-pristine condition. However, over the
last part of the twentieth century, growing environmental awareness led to a shift in management
priorities. This was coupled with developments in the understanding of river behaviour, dynamics and
change. The role of the river manager now includes new challenges, where environmental
considerations must be integrated with the development of water resources and the management of
hazards, such as flooding. River management is now multidisciplinary, involving experts from a
number of different fields, including geomorphology, ecology, engineering and economics.
Geomorphologists have an important role to play in assessing the condition of rivers and their
catchments, their sensitivity and future response to change. In this chapter you will learn about:

e  The ways in which river channels have traditionally been managed to meet human needs

e The adverse impacts of past land and water management on the physical, chemical and
ecological condition of channels and floodplains

e Changes in management philosophy towards more environmental approaches
Environmentally sensitive management techniques

e  Restoration of degraded channel reaches.

TRADITIONAL ENGINEERING TECHNIQUES
Why rivers are engineered

Human settlements have long been located along river channels, which provide a supply of water and
power, fertile floodplain soils, fisheries and a potential means of navigation. Rivers can also be
hazardous and many urban areas are increasingly at risk from flooding as they expand onto
floodplains. This risk is further increased by larger flood peaks associated with land use change within
the drainage basin — upstream deforestation, land drainage and urban development can all
significantly increase flood peaks further downstream. Flood control works involve artificially
increasing the channel cross-section, constructing flood embankments, straightening channels and
removing vegetation and other obstacles. More recent techniques include the construction of flood
diversion channels and flood storage reservoirs. Many lowland rivers are maintained for navigation;
these include the Rhine, Danube, Mississippi, Missouri, Ohio and Arkansas. The aim is to maintain a
minimum depth of water along the navigable length of the river by means of dredging, removal of
shoals and other obstacles and river training (see below). Weirs and locks are also used to extend the
navigable length, providing a minimum depth for larger vessels at all times, despite natural variations
in discharge. Increased industrialisation and urbanisation place growing demands on water supply
systems. The world’s largest cities consume water at a rate that is exceeded only by the flow of a few
major rivers. Meeting these demands involves constructing dams to store and regulate flow. It is also
necessary to integrate supply from a number of different surface and subsurface sources, which can
involve transferring water over large distances in river channels, pipelines and canals. On a global
scale, the largest demand comes from irrigated agriculture in arid and semi-arid environments.
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Advances in irrigation technology allowed a huge expansion in the total irrigated area during the
Green Revolution of the 1960s. This was also the decade that saw the construction of the greatest
number of dams, the scale of which had been increasing since the construction of the Hoover Dam in
1935. By 1986 there were 39,000 large dams over 15 m in height (International Commission on Large
Dams (ICOLD), 1988) and today few of the world’s major rivers are unregulated. In the second part
of the twentieth century there was a growing trend towards multi-purpose dams, whose roles include
water supply, flood control and hydroelectric power generation. Channel modifications are often
involved in land reclamation and the drainage of wetlands and low lying areas. Many channels in
lowland areas have been deepened and straightened to convey the increased volume of water resulting
from the installation of field drains. Local modifications are also made to channels where channel
instability might cause problems, for example, to prevent bank erosion at the site of bridges and other
structures.

Channelisation and flow regulation

Channelisation is the modification of natural river channels for the purposes of navigation, flood
control, land drainage and erosion control (Brookes, 1988). Re-sectioning and realignment Re-
sectioning describes the modification of the channel cross-section to provide adequate depth for
navigation and to increase the channel capacity for land drainage and flood control. This may involve
the removal of a few bars or shoals, or deepening all, or part, of the crosssection. Some channels may
be enlarged further by widening. Depending on the size of the channel and the purpose of the
engineering works, re-sectioning is carried out using dredging, or by means of river training.
Realignment involves the straightening of river channels for purposes of navigation and flood
control. It is also carried out where channels share the valley with roads and railways, to reduce the
number of bridges that have to be constructed. In navigable rivers with a high natural sinuosity, the
removal of meanders greatly reduces the distance that has to be travelled by vessels moving up and
downstream. However, the increase in gradient can lead to instability as a result of increased stream
power in the straightened section. Increased erosion in this section can lead to problems of deposition
further downstream. Dredging Dredging is the removal of sediment from the bed of the channel for
flood control and to maintain or deepen existing navigation channels. It is also carried out when sand
and gravel are mined from the river bed. Dredging has been carried out for thousands of years and
was practiced by the Egyptians, Sumerians, Chinese and Romans, by means of mass labour and
manual tools (Petersen, 1986). Over time, developments in dredging technology and mechanisation
have enabled these operations to be carried out at increasing scales. In smaller, non-navigable
channels, dredging is carried out from the bank using a dragline or bulldozer. Bank-side vegetation is
often removed to enable access. In larger channels, the dredger is mounted on a floating platform.
Mechanical dredgers remove material by lifting it from the bed in a bucket or dipper, whereas
hydraulic dredgers use suction pumps to remove material, via a pipeline, to a disposal site. Rotating
cutter heads and explosives are used to remove resistant bed sediment and bedrock outcrops.
Dredging for channel maintenance has to be carried out on a regular basis, at considerable cost. This
is because it treats the problem (sediment accumulation) rather than its causes (sediment sources).
Excessive mining of sediment from the river bed can lead to serious problems of erosion, both
upstream and downstream from the site. Snagging and clearing Flow resistance in the channel is
increased by woody debris (fallen trees, logs, branches), large rocks and urban debris. In-channel
debris presents additional hazards to navigation and may threaten bridges and other structures. The
purpose of snagging and clearing is to remove this material, and these operations are usually part of
the routine maintenance carried out every few years on many engineered channels. Trees and bushes
at the edge of the channel may also be cleared at the same time. This is because bank-side vegetation
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can increase resistance to high flows, reducing velocity and potentially increasing the flood risk.
Other reasons for removing vegetation are to allow access and to reduce the amount of woody debris
entering the channel. As with dredging, snagging has to be carried out on an ongoing basis. Levees
and embankments Levees are artificial embankments which are built alongside or close to the channel
margins of lowland rivers. Their purpose is to increase the channel capacity at high flows and protect
the surrounding floodplain from inundation. Levees are found extensively along many major rivers,
including the Nile and Mississippi. Traditionally, levees have been constructed of earth, and many
still are. In urban areas, where the potential human and economic losses are greater, levees and
floodwalls are usually made of concrete. It is not feasible in economic or practical terms to construct
levees that would contain all the floods that could possibly occur. Levees are therefore built to
withstand a certain design flood, such as the twenty-year event. If this flow is exceeded the levees
will be overtopped. The depth of flow contained within the levees is greater than it would be if no
levees were present and water was able to inundate the floodplain. Since shear stress increases with
flow depth, increased erosion of the channel bed is possible. Bank protection Banks are protected
using various types of revetments and resistant lining materials. Revetments provide armouring, in
the form of loose rocks and boulders, or container systems, such as wire baskets filled with rock
(gabions). Banks can also be lined with concrete, asphalt, paving slabs or, where the engineered
crosssection is rectangular, using vertical sheet steel piling. Plate 10.1 shows a heavily engineered
urban channel which has been lined with concrete to prevent erosion. Lining a channel with concrete
can lower the resistance to flow, possibly leading to problems of scour further downstream. For larger
rivers, banks can be protected by laying down mattresses of concrete slabs connected by tough steel
cables. This method has been extensively used along the lower Mississippi river, United States. Spur
dykes or groynes can be used to protect banks by deflecting flow away from vulnerable zones. They
are built at an angle from the bank and are constructed from various materials, including stone,
boulders, earth, gabions or pile. Thousands of stone spur dykes have been constructed along the lower
Mississippi. Bed protection Armouring is often used to protect the channel bed from erosion. In-
channel grade control structures can also be installed. These are of two basic types: sills and weirs.
Sills are low, submerged structures, which are built at right angles to the direction of flow. They
provide local fixed points that control the channel bed slope and water surface elevation to prevent
degradation and headcutting. Weirs act as hydraulic controls, dissipating excess energy and reducing
the energy slope. Protecting the bed from erosion reduces the available load and may lead to scour
further downstream by sediment-hungry water. River training River training techniques have been
used since as long ago as the late sixteenth century on the Yellow River in China (Przedwojski ef al.,
1995). In Europe, aggrading glacially fed braided channels were among the first to be ‘corrected’.
One of the earliest and most successful examples was the work carried out on the Alpine Rhine
(Switzerland) in the early nineteenth century. Before then, the active braided channel had occupied a
width of several kilometres. High rates of channel migration combined with frequent flooding meant
that the floodplain could not be fully utilised. There was also a high incidence of waterborne disease,
including malaria. The main idea behind the works was to ‘train’ the river to flow in a deeper channel,
reducing the incidence of flooding. This was achieved by confining the flow to a straight, single
channel, using embankments and groynes to encourage deposition at the channel edges and to
stabilise the channel in one position. Flow was concentrated along the centre of the channel, leading
to deepening and an increase in channel capacity. This allowed floodwater and sediment to be rapidly
transported downstream. By 1845, 12.5 million ha of the floodplain marsh had been drained, allowing
increased rates of agricultural production (Downs and Gregory, 2004). Today the area is intensively
cultivated. Extensive training works have been carried out on many other rivers, including the Rhone,
Danube and Mississippi. Spur dykes were constructed along the lower Mississippi to encourage
deposition at the edge of the channel. This concentrates erosion of the channel bed, allowing the depth
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of the shipping channel to be maintained. In order to protect the opposite bank from erosion, it was
necessary to install bank protection in the form of extensive concrete mattresses. Bed degradation is
controlled using fixed weirs and sills. Structures can also be installed to alter flow patterns on a more
localised scale.

Dam construction

Dams are constructed for power generation, flood control, and for supplying water to irrigation
schemes and urban centres. Today, very few large rivers remain unregulated, and the global volume
of water stored in reservoirs now exceeds the volume of flow along rivers (Brierley and Fryirs, 2005).
The scale of dams varies, from relatively small structures on tributaries to large dams that exceed 15
m in height. Gregory (1995) estimates that over 200 large dams are completed each year. However,
there has been a decline in the rate of dam building in the industrialised world because many potential
dam sites have now been developed. Flow regulation dramatically alters the flow and sediment
regimes. Flood peaks are reduced in magnitude and most of the sediment load is trapped in the
reservoir behind the dam. Downstream from hydroelectric power stations there are often rapid
fluctuations in discharge. Inter-basin transfers involve the movement of water across drainage divides,
with the result that there is a net gain to some river systems and a net loss from others.

Emplacement of locks and weirs

The Rhine, Mississippi and Arkansas rivers have all been canalised to ensure a minimum depth of
water for shipping and to increase the navigable channel further upstream. Canalisation involves
installing dams across the channel to create a series of slackwater pools. Sluice gates, weirs and other
control structures regulate the flow of water and vessels pass up and downstream through locks or,
occasionally, ship lifts.

ECOLOGICAL REQUIREMENTS

In common with the geomorphological system, ecological systems are characterised by flows of
energy and materials. They are also highly dynamic, being strongly conditioned by the hydrological
and geomorphological environment and biological processes such as predation, competition,
dispersal, migration, colonisation, ecological succession and extinction. Biological communities The
biological communities that live in rivers, riparian zones and floodplains include many different types
of plants and animals. Microbial organisms are important in primary production — the growth of plant
material as chemical energy is stored through the process of photosynthesis — and in the breakdown of
organic material and recycling of nutrients. The ‘slime’ that forms on submerged boulders and
pebbles in river channels is a complex mixture of algae, bacteria, fungi and fine particles of organic
and inorganic material (Closs et al., 2004). Many plant species are anchored by their roots to the
substrate, although floating plants can be found in backwater areas. Macroinvertebrates include insect
larvae and nymphs, crustaceans such as freshwater shrimps, bivalve molluscs, gastropods (e.g. snails)
and worms, while fish are the most notable vertebrates. Fauna that are associated with both terrestrial
and freshwater environments include amphibians, reptiles and waterfowl, together with mammals
such as otters, beavers or platypuses (depending on geographical location). Habitats Different
biological communities are found in different habitats, the habitat being defined by the physical
conditions. In-stream habitats are defined by channel morphology, bed and bank sediment, flow
regime, sediment transport rates, in-channel and riparian vegetation, and woody debris. Many of these
conditions fluctuate over short periods of time so it is the range of conditions that prevails, rather than
an average condition that is important. For example, the physiology of many species of fish and
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invertebrates means that they cannot tolerate extremes of temperature. In order for a particular species
to thrive in a given habitat there must be a tolerable range of conditions, a supply of food and an
environment that can support all stages of its life cycle. Important wetland habitats are maintained by
overbank flows and interactions between groundwater and surface water. Within a reach of channel
there are many small-scale variations associated with bedforms, scour pools, gravel patches, bars and
shelter behind tree roots or large boulders. Associated with these differences are variations in flow
depth and velocity. This creates a mosaic of mesohabitats, each characterised by different
assemblages of species. Many species move between the different mesohabitats to feed, reproduce,
find shelter during high flows, or hide from predators. Species diversity and abundance are usually
higher where a range of different mesohabitats can be found. Downstream changes Along the length
of a ‘typical’ river, recognisable changes can be seen in the nature and structure of biological
communities as physical conditions change, from shallow, turbulent upland streams to deeper lowland
channels. In the headwaters, variations in depth and velocity are more extreme and only those species
that are able to withstand large variations in velocity and depth are able to survive. These make use of
physical adaptations, such as a means of attachment (plants and macroinvertebrates). Behavioural
strategies include sheltering behind boulders or in pools (fish), or moving into the spaces in a gravel
substrate (macroinvertebrates). Food resources are limited, because unstable substrates mean that few
plants are able to establish themselves. The main source of food is provided by plant remains and the
corpses and faeces of animals falling into the channel from adjacent slopes and riparian vegetation.
Further downstream, plants are more able to establish themselves (although in deep channels with
high turbidity this may only be at the edges of the channel) and biological communities become more
diverse and abundant.

The fluvial hydrosystems concept

The fluvial hydrosystems concept (Petts and Amoros, 1996) recognises the important transfers of
energy, materials and biota that occur within fluvial systems. These include longitudinal transfers
along the channel, lateral transfers between the channel and floodplain, and vertical transfers between
the channel and underlying alluvial aquifer (Figure 10.1). ® Longitudinal transfers are vital to many
species that need to be able to move through the channel network. Migratory fish, such as salmon,
swim downstream in their juvenile stage and live most of their lives in the ocean, before making the
long journey back upstream to their spawning grounds. There are also downstream transfers of energy
and biological material from the catchment area and through the channel network. These allow more
productive and diverse biological communities to be sustained further downstream. e Lateral
transfers occur during overbank flows. Channels and floodplains become connected by floodwaters,
enabling the lateral movements of water, sediment and biota that are vital to many species. In many
fish species the timing of reproduction coincides with the timing of floods, when fish move onto the
floodplain. Here they enter the sheltered environment provided by flooded hollows and abandoned
channels, where spawning takes place. These environments also provide a refuge for many other
aquatic species during flood flows. Periodic inundation of the floodplain creates unique wetland
habitats that support rich biological communities. ® Vertical transfers between the alluvial aquifer
and the overlying channel and floodplain are also important. This subsurface zone is important in
supporting various groundwater fauna. Abandoned channels, which are isolated from the main
channel at the surface, may still be connected periodically to the alluvial aquifer below the surface,
allowing vertical transfers to take place.

ENVIRONMENTAL DEGRADATION
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Human activity has led to the environmental degradation of numerous river systems. The
fragmentation of river systems by dams, weirs and other structures seriously disrupts the natural
functioning of physical and ecological processes. Together with declining water quality, this leads to a
dramatic reduction in species diversity. The effects of human activity result in direct and indirect
impacts on river systems. Indirect impacts are brought about by changes within the drainage basin
that affect the flow and sediment regimes. Examples include deforestation, changing agricultural
practices, urbanisation, mining and road construction. Direct impacts result from dam construction
and channelisation, where modifications are made to the channel itself. Basin-scale impacts
Deforestation, associated with agricultural development, has affected river systems for thousands of
years. However, there has been an acceleration in the development of land and water resources over
the last 100 to 500 years. Across much of Western Europe the intensity of agricultural production
increased dramatically after the Second World War. This intensification has included changes from
grazing to arable land, the clearance and cultivation of riparian zones and increases in stocking
densities. This has often increased the supply of fine sediment to river channels, leading to problems
of siltation. Agrochemicals such as pesticides, herbicides and fertilisers have all increased pollution
from agricultural runoff. Municipal sewage, industrial effluents and urban runoff also contribute to
water pollution. With increasing urbanisation and the move to a more industrialised society, the
floodplains of major rivers in Europe and elsewhere are changing from agricultural to urban land use.
This affects the flood hydrograph, increasing peak flows and necessitating further flood protection
works. At the same time, because a greater proportion of incoming rainfall is rapidly diverted to rivers
via drains, gutters and sewers, there is a reduction in groundwater recharge rates. Impacts of dams
Changes to the flow regime One of the most profound influences is the alteration of the flow regime
by dams and other flow control structures. The life histories of many species have evolved in response
to natural flow regimes. As you have seen in previous chapters, flow affects all aspects of the physical
habitat, including the shape and size of the channel, the spacing of riffle and pool habitats and nature
of the channel substrate. Even at small scales, variations in velocity and shear stress across the
channel bed affect the distribution of plants and macro-invertebrates within the channel. For most fish
species, the timing of life events such as reproduction and spawning can be linked to the flow regime.
The timing of rising flows are important for fish that move out onto the floodplain to spawn. Other
triggers include day length and temperature. Under an altered flow regime, these may no longer be
synchronised with natural variations in flow. The impacts of flow regulation on a given river system
are dependent on several factors, including the number and size of dams, the distance downstream
from an impoundment and the proportion of the upstream drainage basin area that is regulated.
Further downstream, the effects of flow regulation may be reduced to some extent by unregulated
tributaries joining the main channel. The type of operation, for example hydroelectric power
generation, is also significant. One of the main impacts is the reduction in flood peaks, which play a
vital role in the life cycle of many species. Irrigation schemes can even result in a reversal of the flow
regime, when seasonal flood flows are impounded and later released to water crops during dry
months. Downstream from hydroelectric plants the flow can vary considerably in just a few hours, as
electricity is generated to meet daily fluctuations in energy demand. Such releases can have a serious
impact on the temperature regime. During relatively warm conditions, water released from the base of
a dam originates from the cooler depths of the reservoir. This can result in severe thermal shocks to
fish and other species downstream from the dam. In July 1976 high mortalities occurred among
grayling (a fish species) in the River Ain, a tributary of the Rhone, because of twice-daily releases of
cold water from upstream reservoirs (Bravard and Petts, 1996). Seasonally modified temperature
regimes also affect life cycle patterns and coldwater releases have been found to delay spawning by
up to thirty days in some fish species (Zhong and Power, 1996). In the Western world, inter-basin
transfers are becoming more common as most potential dam sites have now been developed. This
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involves diverting water from one drainage basin to another, via a pipeline or canal, to enhance flow
in the receiving drainage basin for water supply or irrigation. Downstream from the abstraction point,
a ‘compensation flow’ is released into the channel to meet the needs of downstream users, and to
provide sufficient water to dilute sewage and industrial effluents that are discharged into the channel.
However, this is usually much less than the natural flow and may not be sufficient to meet
environmental needs. In dryland environments, the receiving river can be transformed from an
ephemeral to a perennial channel. This is the case with the Great Fish River in South Africa, which
has changed from a series of unconnected pools in the dry season to a perennial river as a result of the
Orange—Fish inter-basin transfer. Such transfers have major implications for existing plant and animal
communities that have evolved to a highly variable flow regime. In fact, non-native ‘exotic’ species
may thrive under the new flow regime. Regulation of flows in some Australian rivers is thought to
favour nonnative carp and mosquitofish (Bunn and Arthington, 2002). Despite precautions, exotic
organisms, including parasites, bacteria and fish, are often unintentionally transferred between basins
via connecting pipelines. This is how Orange River fish have made their way into the Great Fish
River in South Africa. Reduced connectivity Longitudinal connectivity is greatly disrupted by dams,
locks and weirs. In many cases migratory pathways are blocked, even by relatively small structures.
Migratory species including shad, lamphrey and eels have disappeared from the Rhone in France
(Bunn and Arthington, 2002). Fish ladders are often installed at the site of dams to allow fish to
bypass the dam by swimming up through a flight of pools. For various reasons these structures are not
always successful, meaning that reduced numbers of fish are able to make the journey upstream.
Lateral connectivity is reduced by the dramatic reduction in the frequency, extent and duration of
overbank events. Bravard and Petts (1996) cite the case of the Volga where the duration of floodplain
inundation has decreased, from fifty to seventy, to ten to fifteen days a year, since flow regulation
began. This has had a major impact on fish populations, since a minimum of forty days is needed for
the growth and development of juvenile fish before their descent to the Caspian Sea. A reduction in
flood inundation also threatens wetland areas, particularly where land drainage is carried out. The
Macquarie Marshes in eastern Australia, a wetland reserve for birds, has been reduced to between 40—
50 per cent of its original size by flow diversions and weirs (Kingsford and Thomas, 1995). Lateral
connectivity is further reduced by levees and embankments and artificially deepened channels (see
below). Vertical transfers are also affected, since recharge of the underlying alluvial aquifer takes
place when floodwaters inundate the floodplain. Reduced rates of aquifer recharge lead to a drop in
groundwater levels, further contributing to the drying out of wetland areas. Impacts of
channelisation Instability problems Channelisation programmes have significantly modified tens of
thousands of kilometres of river channels (Brookes, 1985). These modifications often lead to
instability within the engineered reach and in the reaches upstream and downstream from it. Changes
to the channel slope, width, depth or roughness all affect channel hydraulics. Feedback mechanisms
lead to adjustments as the channel tries to find a new equilibrium. For example, in a channel that has
been enlarged for flood control, there will be a reduction in velocity and unit stream power at low
flows. This will result in deposition along the reach, meaning that the channel has to be re-dredged on
a regular basis to maintain its capacity. Modifications to the channel slope, made by creating artificial
cutoffs, gravel mining or dredging, can have the most dramatic effects because of the resultant
increase in stream power. Incision often occurs upstream from the artificially steepened reach.
Erosion is concentrated at the break in slope between the gentler upstream reach and steeper
engineered reach. Upstream incision then takes place as a series of headcuts migrate upstream,
although the rate of incision decreases in an upstream direction. In severe cases, banks become
unstable, resulting in collapse and channel widening. Bridges and other structures can also be
undermined. The additional sediment that is produced causes further problems of aggradation
downstream. Major instability problems resulted from the removal of sixteen meander bends along
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the lower Mississippi between 1929 and 1942. It shortened the channel by 220 km and led to
excessive channel erosion, necessitating further intervention. Prior to the installation of bank
protection on a massive scale, erosion was removing 900,000 m3 of bank material a year (Bravard
and Petts, 1996). Upstream degradation has also led to extensive deposition in the engineered reach,
in the form of bars. Geomorphological response times vary, being dependent on the type of work
carried out, and the extent to which unit stream power, sediment supply and vegetation cover are
affected. In some cases it may take up to 1,000 years for the channel to reach a new equilibrium form
(Brierley and Fryirs, 2005). Ecological impacts The abundance and diversity of different species tends
to be greatly reduced in engineered channels as a result of limited connectivity and habitat
availability. Dredging and snagging remove geomorphic structures such as riffles, pools and bars, and
disturb the structure of bed sediment. The uniformity of engineered channels provides little variety,
affecting the viability of certain species. This is particularly true of concrete-lined channels, which
have very little ecological value. During high flows, stream velocities may be higher than some
species can withstand. Deepened channels and levees increase channel capacity, greatly concentrating
high flows. Opportunities for shelter are reduced within the channel, and levees prevent access to
calmer waters on the floodplain. Water temperatures can increase to intolerable levels during low
flows. Enlarged channels may not provide a sufficient depth of flow, a problem that is exacerbated by
the removal of pools and the shading effects of riparian vegetation. Aesthetic impacts As well as
affecting the morphology and behaviour of river channels, channel engineering works often have a
negative impact on the appearance and amenity value of the channel. Part of what makes natural
rivers pleasing to look at is the amount of variety one can observe, even over a short distance.
Variations in depth, velocity, slope and sediment size, associated with forms like riffles and pools,
bends, bars, rapids, trees and other vegetation, all combine to create an interesting environment. By
contrast, engineered reaches can be very monotonous in appearance, with their straight channels and
uniform cross-section, cut off from the adjacent floodplain by embankments and levees.

ENVIRONMENTAL APPROACHES TO CHANNEL ENGINEERING
Changing management priorities

Environmental awareness increased substantially over the last part of the twentieth century. This was
brought about by increased understanding of the environment, together with concern for loss of
habitat, loss of species diversity and the implications of ecosystem decline for human health. River
systems play a vital role in sustaining human health, and their degradation also has socio-economic
implications for the value of river systems in commercial and amenity terms. The ‘health’ of a river
can be described in terms of the quality of its habitat structure, hydrological characteristics, ecological
function and water quality. Growing concern for river health is reflected in statutory requirements,
where the preservation of ecosystems is a priority, together with human requirements. Central to this
is a holistic approach where, at whatever scale is being considered, the functioning of the whole
drainage basin is taken into consideration. Basin management involves prioritising and dealing with
many different, and often conflicting, demands. These include meeting ecological requirements;
managing channel instability; providing a supply of water for agriculture, urban centres, industry and
power generation; flood management; navigation; recreation; and the needs of local communities.
Appropriate management strategies are also dependent on the condition of the river itself, in terms of
both river health and channel dynamics. On a global scale, very few rivers are in a pristine or near-
pristine state. Even where channelisation has not been carried out, land use changes within the
drainage basin have often resulted in altered flow and sediment regimes, as well as a decline in water
quality. The first priority should be in the preservation of channel reaches that are in a pristine or
near-pristine condition. Second, in modified reaches where there is potential to return the river to a
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more natural state, various channel restoration strategies can be implemented. The lowest priority are
cases of severe environmental degradation, where the only option may be to leave the channel in a
state of dereliction and focus resources elsewhere. Information requirements In order to integrate
the many different priorities and work with, rather than against, the natural functioning of river
channels, it is essential to start by understanding the condition that they are in. Environmental
assessment is a very important aspect of channel management and many countries have legislation
that requires preproject assessment to be carried out. A range of environmental assessment techniques
have been developed for different purposes and for varying levels of detail. There are usually three
levels of pre-project environmental assessment (Downs and Gregory, 2004). These are briefly
outlined below. Level 1. Basin-scale assessment of river channel condition The first stage involves
compiling basin-scale inventories of channel morphology and habitat condition along the length of the
channel. This allows identification of reaches of high conservation value, the location of past
channelisation works, areas of instability, the morphology of different reaches and the habitats
associated with them. Assessment usually includes a stream reconnaissance survey and a baseline
habitat survey. The stream reconnaissance survey involves combining basic measurements of
channel geometry with qualitative assessments of channel conditions, including valley characteristics,
land use, connectivity, and instream and riparian vegetation. Standard formats have been devised for
collecting this information, such as the Stream Reconnaissance Handbook (Thorne 1998), although
skilled interpretation is required in the field. Field observations are supplemented with information
from maps and aerial photographs. Baseline habitat surveys provide further information on the
‘health’ of the river in terms of its water quality, geomorphic structure and connectivity. These are
based on the hierarchical links that exist between channel processes, form, habitat and associated
biota. The character of different in-stream habitats is determined by interactions between channel
morphology; bed and bank sediments; the flow regime; flow hydraulics (mainly by the combinations
of velocity and depth conditions); sediment transp